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Abstract—In this work we address the problem of estimating the region of attraction (RA) of a nonlinear dynamical system. We propose a method that uses a Lyapunov type approach to obtain an estimate of the RA, however, the obtained invariant sets are not level sets of the Lyapunov function certificates. We then restrict our attention to systems governed by polynomial vector fields and semi-algebraic sets and provide an algorithm that with each iteration is guaranteed to enlarge the estimate of the RA.

I. INTRODUCTION

The problem of computing the region of attraction (RA) of asymptotically stable equilibria or inner estimates to this set (ERA) has been historically motivated by the recovery of operating points in power systems. However its relevance is immediately clear for many practical nonlinear system for which we can only guarantee local properties of operating points.

With a converse Lyapunov theorem [2, Theorem 19], Zubov answered the question [2, p.3] “[…] Is it possible, with the help of the Lyapunov function to find a region of variation of the initial values $x_0$ such that $\|\phi(t,x_0)\| \to 0$ as $t \to \infty$?”. The theorem states that if $S$ is the RA of an equilibrium then the existence of a Lyapunov function (LF) satisfying some conditions on such a set $S$ is necessary and sufficient. However, computing the actual RA following Zubov’s theorem requires the solution of a partial differential equation which may be difficult to obtain. The main obstacle being to satisfy the semidefiniteness of the Lyapunov function derivative in the whole set of converging trajectories. However it is not difficult to obtain semidefinite functions that satisfy the proposed conditions locally, providing only ERAs for the equilibrium point of interest. In fact, an approximate solution obtained with a series expansion of the LF was proposed [2, p.91] and is now referred to as Zubov’s Method.

In [3] Zubov’s theorem is presented in an alternative form using Lyapunov functions mapping $\mathbb{R}^n$ to $\mathbb{R}_{\geq 0}$. One of the conditions in [3] imposes that the LF $V(x)$ satisfy $V(x) \to \infty$ whenever $x \to \partial S$ or $|x| \to \infty$, these functions were called maximal Lyapunov functions. This is a concept distinct from maximal Lyapunov set, which is currently used [4] to define the largest level set of a LF contained in the RA. The computing the latter is of course a problem of interest since one might want to know the best estimate that it is possible to get with a given Lyapunov function.

In recent years sufficient conditions for local stability analysis, requiring invariance and contractiveness of a set led to numerical methods for the estimation of the RA with different classes of polynomial Lyapunov functions. The methods presented in [5]–[7] compute Lyapunov functions and obtain an ERA given by the level set of these functions. These methods rely on the solution of non-convex constraints given by polynomial inequalities derived with the Positivstellensatz [8, Theorem 2.14] and require a coordinate-wise search since some polynomial variables appear multiplying the Lyapunov function. For the case of a given LF, the computation of the maximal Lyapunov set was pursued in [9]. For a detailed description of sum of squares methods for RA estimation the reader is referred to [10]. In [11] the theory of moments is used to estimate the RA of uncertain polynomial systems. We also find in the literature numerical methods exploiting topological properties of the boundary of the RA which led authors to obtain estimates computing trajectories and computing the whole set of equilibria of the system. However the complexity of such methods has restricted them to only 2-dimensional examples [12]. Recently in [1] set advection methods are described.

There is, however, conservativeness of imposing the level sets of the Lyapunov function to be the ERA as observed in [13, p.320] “Estimating the region of attraction by $\Omega_c = \{x | V(x) \leq c\}$ is simple but usually conservative. According to LaSalles theorem… we can work with any compact set $\Omega \subset D$ provided we can show that $\Omega$ is positively invariant.” This suggests that one could look for sets which are not contractive but only invariant.

In this paper we derive conditions based on Lyapunov stability results that guarantee the convergence of trajectories in an invariant region to a level set of the LF which is contractive and invariant. Therefore guaranteeing such an invariant set to be an ERA. We then propose a numerical method that applies to poly-
nomial systems, the computed ERAs are described by semialgebraic sets obtained from the solution to sum of squares programs.

The paper is organized as follows: in Section II and Section III we recall some definitions and review the structure of existing algorithms for ERA computation. Section IV presents the conditions for an invariant region to be the ERA of the origin. These conditions are the base for an algorithm presented in Section IV-B allowing for the numerical solution through a sequence of sum-of-squares programs. Section V illustrates the application of the algorithm and, finally, in Section VI we review the results and discuss their connections to the class of rational Lyapunov functions.

II. PRELIMINARIES

Let \( \mathbb{R}, \mathbb{R}_{\geq 0}, \mathbb{R}_{> 0} \) and \( \mathbb{R}^n \) denote the field of reals, non-negative reals, positive reals and the \( n \)-dimensional Euclidean space respectively. The function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to be positive definite if \( f(x) > 0 \) for all non-zero \( x \in \mathbb{R}^n \), similarly if \( f(x) \geq 0 \) for all \( x \in \mathbb{R}^n \) then \( f \) is said to be positive semidefinite. \( \text{co}(\mathcal{X}) \) denotes the convex hull of the set \( \mathcal{X} \) and \( \partial \mathcal{X} \) its boundary. For \( x \in \mathbb{R}^m \) the ring of polynomials in \( m \) variables is denoted by \( \mathbb{R}[x_1, \ldots, x_m] \), when it is clear from context we will use \( \mathbb{R}[x] \). A polynomial, \( p(x) \), is said to be a sum of squares (a subset of the polynomial ring) if there exists a finite set of polynomials \( g_1(x), \ldots, g_p(x) \) such that \( p(x) = \sum_{i=1}^p g_i^2(x) \). The set of sum-of-squares, (SOS), polynomials in \( x \) is denoted by \( \Sigma[x_1, \ldots, x_m] \) which can be abbreviated to \( \Sigma[x] \). Equivalently \( p(x) \) is SOS if there exists a positive semidefinite matrix \( Q \) such that \( p(x) = Z^T(x)QZ(x) \) where \( Z(x) \) is a given vector of monomials. Note that the search for \( Q \) can be formulated as a semidefinite program and thus solved using convex optimization techniques [14]. It may be necessary at times to specify the number of variables and a degree bound on a (SOS) polynomial, in which case we use the notation \( \Sigma_{m,d}[x] \) \( \mathbb{R}_{m,d}[x] \).

Consider the dynamical system
\[
\dot{x} = f(x)
\]
where \( f : D \to \mathbb{R}^n \) is a locally Lipschitz map from the set \( D \subset \mathbb{R}^n \) to \( \mathbb{R}^n \). Let us assume \( x = 0 \) is an equilibrium point, i.e. \( 0 \in \{ x \in \mathbb{R}^n | f(x) = 0 \} \).

Denote by \( \phi(t, x(0)) \) the solution to (1) that is initiated from the point \( x(0) \) at time \( t = 0 \), the set \( L \) is said to be invariant with respect to (1) if \( x(0) = \phi(0, x(0)) \in L \Rightarrow x(t) = \phi(t, x(0)) \in L, \forall t \in \mathbb{R} \). Furthermore, \( L \) is said to be positively invariant with respect to (1) if the previous implication holds for all \( t \geq 0 \). Given a function \( R : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) we define the set \( \mathcal{E}(R, \gamma) := \{ x \in \mathbb{R}^n | R(x) \leq \gamma \} \) for some \( \gamma > 0 \). Additionally, if it is true that \( R : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \), \( R(x) = \frac{\partial R}{\partial x} f(x) \leq 0 \) for all \( x \in \mathcal{E}(R, \gamma) \) then the set is contractive and invariant. We denote such sets by \( \mathcal{E}(\cdot, \cdot) \). We will assume throughout this work that the function \( R \) used to define any contractive set \( \mathcal{E}(\cdot, \cdot) \) is a \( C^1(\mathbb{R}^n) \) function. The region of attraction of an asymptotically stable equilibrium point \( x^* \) of (1) is defined as the set
\[
S := \{ x \in D | \phi(t, x) \text{ is defined } \forall t \geq 0, \lim_{t \to \infty} \phi(t, x) = x^* \}.
\]
The focus of this paper is to construct inner estimates of \( S \). In the next section we will describe a generic algorithm form constructing an ERA.

III. ESTIMATING THE RA VIA LYAPUNOV LEVEL SETS

Recall that for a locally asymptotically stable equilibrium point of (1) there must exist a Lyapunov function \( V \) and a set \( D \subset \mathbb{R}^n \) such that \( V(x) > 0 \forall x \in D \setminus \{0\} \), \( V(0) = 0 \) and \( \frac{\partial V}{\partial x} f(x) < 0 \forall x \in D \setminus \{0\} \), see for example [13]. Based on this fact, a common approach to finding an ERA for systems of the form (1) is to compute Lyapunov function certifying the local asymptotic stability of the origin and obtain the largest (maximal) level set of a Lyapunov function that is contained within a set \( D \) (by assumption we have \( 0 \in \bar{D} \)). We can describe a general algorithm based on the Lyapunov function computations to obtain ERAs in the form \( \mathcal{E}(V, \gamma) \) as follows:

Algorithm 1

Step 1 (Lyapunov function computation): Given \( D \), compute a Lyapunov function \( V \) for \( x = 0 \) of (1).

Step 2 (Maximization of Lyapunov level set): Given \( V \) and \( D \), solve
\[
\text{maximize } \gamma \text{ subject to } \mathcal{E}(V, \gamma) \subset D, \gamma > 0
\]

Step 3 (Update of search domain): If stopping criteria is satisfied then return ERA \( \mathcal{E}(V, \gamma) \), else set new \( D \), go to Step 1.

Whilst the algorithm above may look simple enough, observe that: i) In general, constructing Lyapunov functions for nonlinear dynamical systems is a non-trivial task. ii) Existing formulations for the optimization problem in Step 2 are typically non-convex. iii) Determining how to update \( D \) typically relies on some heuristic.

Step 1 asks for \( \frac{\partial V}{\partial x} f(x) < 0 \forall x \in D \). Except for the particular case \( D = \mathcal{E}(V, \gamma^*) \), there is no guarantee that every \( x(0) \in D \) is an initial point of a trajectory satisfying \( \phi(t, x(0)) \in D \forall t > 0 \). Extra conditions must hold for \( D \) to be an invariant set. We will expand upon this point in Section IV.

Denote the ERA and the search set from iteration \( n \) of the above algorithm by \( \mathcal{E}(V_n, \gamma_n) \) and \( D_n \). Note that \( D_n \subset D_{n+1} \) does not necessarily imply \( \mathcal{E}(V_n, \gamma_n) \subset \mathcal{E}(V_{n+1}, \gamma_{n+1}) \).
$E(V_{n+1}, \gamma_{n+1})$, which is, in general, difficult to satisfy. In fact, stopping criteria based on the increase of the ERA are seldom considered. The alternative is to consider the increase of predefined reference shape sets to evaluate the progress of the algorithm. This problem is further discussed in Section IV-B.

IV. MAIN RESULTS

Consider the system (1), where $f(x) \in C^0(\mathbb{R}^n)$ is Lipschitz in $E(||x||, r) \ r < R \in \mathbb{R}_{>0}$. The following results provide a set of conditions to certify that a set as $E(R, r)$ is an ERA of the origin.

**Theorem 1:** Given a function $R : \mathbb{R}^n \rightarrow \mathbb{R}$, $R \in C^1$ and a positive scalar $\gamma$, defining a compact set $E(R, \gamma)$, if there exists a function $V : \mathbb{R}^n \rightarrow \mathbb{R}$, $V(0) = 0$, $V \in C^1$ such that

$$V(x) > 0 \ \forall x \in E(R, \gamma) \setminus \{0\}$$

(2a)

$$-\langle \nabla V(x), f(x) \rangle > 0 \ \forall x \in E(R, \gamma)$$

(2b)

$$-\langle \nabla R(x), f(x) \rangle > 0 \ \forall x \in \{x \in \mathbb{R}^n | R(x) = \gamma\}$$

(2c)

then the solutions to the system $\dot{x} = f(x)$, $\phi(t, x_0)$ with $x_0 \in E(R, \gamma)$ lie in the set $S : = \{x \in \mathbb{R}^n | \lim_{t \rightarrow \infty} \phi(t, x) = 0\}$.

**Proof:** Consider the compact set $\partial E(R, \gamma)$, let $\alpha = \min_{E(R, \gamma)} V(x)$, then from (2a), $\alpha > 0$ and we have $E(V, \alpha) \subseteq E(R, \gamma)$. From (2a), (2b) we have

$$V(x) > 0 \ \forall x \in E(V, \alpha)$$

$$-\langle \nabla V(x), f(x) \rangle > 0 \ \forall x \in E(V, \alpha).$$

(3)

Following [13, Theorem 4.1] we have that the origin is an asymptotic equilibrium which region of attraction is estimated by $E_c(V, \alpha)$, that is, every trajectory $\phi(t, x_0)$ with $x_0 \in E(V, \alpha)$ satisfy $\phi(t, x_0) \rightarrow 0$ as $t \rightarrow \infty$.

Since $E(R, \gamma)$ is compact and $f(x)$ is locally Lipschitz in any compact set, we have uniqueness of solutions to $\dot{x} = f(x)$, for all $x_0 \in E(R, \gamma)$, provided every solution lies entirely in $E(R, \gamma)$. Assume $\exists x_0 \in E(R, \gamma)$ for which the solution leaves the set, then, there must exist $T^*$ such that $x(T^*) = \phi(T^*, x_0)$ satisfies $R(x(T^*)) \geq 0$. From the continuity of solution and continuity of $R(x)$ there must exist $T$, $0 < T < T^*$ such that $R(x(T)) = \gamma$ and $\bar{R}(x(T)) = \langle \nabla R(x(T)), f(x(T)) \rangle > 0$, which contradicts (3). Hence $E(R, \gamma)$ is an invariant set.

Finally let us now prove that every trajectory starting in the compact set $E(R, \gamma) \setminus E(V, \alpha)$ enters the invariant and contractive set $E_c(V, \alpha)$, that is that there exist a $T$ such that $\phi(t, x_0) \in E(V, \alpha) \forall t > T$. Let $\beta = \max_{E(R, \gamma)} V(x)$. Since (2b) holds in $E(R, \gamma) \setminus E(V, \alpha)$ let $-\gamma = \max_{E(R, \gamma) \setminus E(V, \alpha)} V(x)$ which exists because the continuous function has a maximum over any compact set, from (2b) we also get

$$V(x(t)) = V(x(0)) + \int_0^t \dot{V}(x(t)) dt \leq V(x(0)) - \gamma t$$

hence, since $V(x(0)) \leq \beta \ \forall t > \frac{\beta}{\gamma}$ we have $V(x(t)) \leq \alpha$ and therefore $\phi(t, x_0) \in E(V, \alpha)$.

**Remark 1:** Boundeness of the set $E(R, \gamma)$ also guarantees uniqueness of solutions if the vector field is not globally Lipschitz (as for instance, the polynomial vector fields studied in section IV-B). The boundedness (actually the Archimedian property) is also required for the representation theorem (i.e. Positivstellensatz) to be applied and hence transform the conditions on Theorem 1 in SOS constraints.

**Remark 2:** In the case $R(x) = V(x)$, (2b) implies (2c) and compactness of the set results from the fact that $V(x)$ is strictly increasing.

**Remark 3:** Note that that $R(x)$ is not required to be positive define, however it is required that $E(R, \gamma)$ is compact and contains the origin. This guarantees that $\exists \alpha = \min_{E(R, \gamma)} (V(x))$, such that $E(V, \alpha) \subseteq E(R, \gamma)$.

The following result considers invariant regions defined by the maximum of a set of differentiable functions:

**Theorem 2:** Given a set of continuously differentiable functions $R_i : \mathbb{R}^n \rightarrow \mathbb{R}$, $i = 1, \ldots, d$, defining $R_M(x) := \max_i R_i(x)$ and a positive scalar $\gamma$ such that the set $E(R_M, \gamma)$ is compact, if there exists a function $V : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0}$, $V(0) = 0$, $V \in C^1$ such that

$$V(x) > 0 \ \forall x \in E(R_M, \gamma) \setminus \{0\}$$

(4a)

$$-\langle \nabla V(x), f(x) \rangle > 0 \ \forall x \in E(R_M, \gamma)$$

(4b)

$$-\langle \xi, f(x) \rangle > 0 \ \forall x \in E(R_M, \gamma), \xi = \frac{\partial R_M(x)}{\partial x}$$

(4c)

where $\frac{\partial R_M(x)}{\partial x}$ denotes the subdifferential of $R_M(x)$ at $x$, then all trajectories of the system $\dot{x} = f(x)$ starting in the set $E(R_M, \gamma)$ converge to the origin.

**Remark 4:** Notice that $R_M(x) = R_i(x) \ \forall x \in \{x \in \mathbb{R}^n | R_i(x) - R_j(x) \geq 0, j = 1, \ldots, d\}$. By defining

$$M_i(R_M, \gamma) : = \{x \in \mathbb{R}^n | R_i(x) \leq \gamma, R_i(x) - R_j(x) \geq 0, j = 1, \ldots, d\},$$

we may write

$$E(R_M, \gamma) = \bigcup_{i=1}^d M_i(R_M, \gamma).$$

The subdifferential for the function $R_M(x)$ is given by $\frac{\partial R_M(x)}{\partial x} = co\{\nabla R_i(x), \xi \in \mathcal{I}(x)\}$, where $\mathcal{I}(x) = \{i \in \{1, \ldots, d\} | R_i(x) = R_M(x)\}$ denotes the set of “active” functions at point $x$. Notice that $R_M(x)$ is not differentiable at points $x$ where $\exists i, j \in \}$
Theorem 2: Consider the uncertain dynamical system described by (5) where \( \Theta \) is a compact set and the uncertainty enters in a multiplicative manner. Given a function \( R : \mathbb{R}^n \rightarrow \mathbb{R} \), \( R \in C^1 \) and a positive scalar \( \gamma \), which defines the compact set \( \mathcal{E}(R, \gamma) \), if there exists a function \( V : \mathbb{R}^n \times \Theta \rightarrow \mathbb{R} \), \( V(0, \cdot) = 0 \), \( V \in C^1 \) such that

\[
V(x, \theta) > 0 \quad \forall x \in \mathcal{E}(R, \gamma) \setminus \{0\} \times \Theta \\
- \langle \nabla V(x), f(x, \theta) \rangle > 0 \quad \forall (x, \theta) \in \mathcal{E}(R, \gamma) \times \Theta \\
- \langle \nabla R(x), f(x, \theta) \rangle > 0 \\
\forall (x, \theta) \in \{ x \in \mathbb{R}^n \mid R(x) = \gamma \} \times \Theta
\]

then the solutions to (5), \( \phi(t, x_0, \theta) \) with \( x_0 \in \mathcal{E}(R, \gamma) \) and \( \theta \in \Theta \) lie in the set \( S_0 \).

B. Estimating the RA

We now illustrate how Theorems 1-3 can be used in an algorithmic manner to obtain estimates for the RA. We start by presenting a generic algorithm, analogous to Algorithm 1 in Section (III), except that the obtained ERA is not given by Lyapunov level sets:

**Algorithm 2**

**Step 1** (Invariant set enlargement): Given a function \( R \) satisfying the conditions of Theorem 1, maximize \( \gamma \) subject to (2).

**Step 2** (Update function \( R \)): If stopping criteria is satisfied then return ERA \( \mathcal{E}(\hat{R}, \gamma^*) \); else compute an update \( \hat{R} \), make \( R \leftarrow \hat{R} \) and go to step 1.

Later in this section we will show how it is possible to enforce the constraint that \( \mathcal{E}(\hat{R}, \gamma^*) \supseteq \mathcal{E}(R, \gamma^*) \) where \( \gamma^* \) denotes an optimal solution to step 1.

The following lemma will be instrumental in the rest of the paper:

**Lemma 1** ([16]): Given \( h_0, \ldots, h_{m_1} \in \mathbb{R}[x] \) and \( g_1, \ldots, g_{m_2} \in \mathbb{R}[x] \) with \( x \in \mathbb{R}^n \) then the set containment

\[
\left\{ x \mid h_1(x) \geq 0, \ldots, h_{m_1}(x) \geq 0 \right\} \\
\subseteq \left\{ x \mid g_1(x) = 0, \ldots, g_{m_2}(x) = 0 \right\}
\]

holds if there exist sum of squares polynomials \( s_1, \ldots, s_{m_1} \in \Sigma_{n,d_1}[x] \) for \( d_1 = 1, \ldots, m_1 \) and polynomials \( p_1, \ldots, p_{m_2} \in \Sigma_{n,d_2}[x] \), for \( d_i = 1, \ldots, m_2 \) such that

\[
h_0(x) - \sum_{j=1}^{m_1} s_i(x) h_i(x) + \sum_{j=1}^{m_2} p_i(x) g_j(x) \in \Sigma[x].
\]

The lemma above is a specific case of the Positivstellensatz, see [17] for further details. Note that when the degree bounds \( d_i \) are fixed then (if feasible) the polynomials and SOS polynomials can be found using convex optimization. This process can be automated using freely available software such as SOSTOOLS [18].

It will now be shown how Algorithm 2 can be used as a basis for implementing the results from Theorem 1 when \( f(x) \in \mathbb{R}^n[x] \), i.e. a polynomial function, and all the necessary sets are semi-algebraic.
Applying Lemma 1 to (2a)–(2c) in Theorem 1 gives:

\[ V(x) - m_1(x)(\gamma - R(x)) \in \Sigma[x] \quad (6a) \]
\[ - (\nabla V(x), f(x)) - m_2(x)(\gamma - R(x)) \in \Sigma[x] \quad (6b) \]
\[ - (\nabla R(x), f(x)) - p_1(x)(\gamma - R(x)) \in \Sigma[x] \quad (6c) \]

where

\[ m_1, m_2 \in \Sigma[x], \quad p_1(x) \in \mathbb{R}[x]. \quad (6d) \]

Consider also \( S(x) \in \Sigma[x] \) and use Lemma 1 to formulate the set constraint

\[ \mathcal{E}(S, \gamma^*) \supseteq \mathcal{E}(R, \gamma^*) \quad (7) \]

as

\[ (S(x) - R(x)) - m_3(x)(\gamma - S(x)) \in \Sigma[x] \] \quad (8a)

\[ m_3 \in \Sigma[x]. \quad (8b) \]

The expressions above can be used to formulate the following bilinear sum of squares programme

\[
\begin{aligned}
\text{maximize} & \quad \gamma \\
\text{subject to} & \quad (6a)-(6d), (8a)-(8b).
\end{aligned}
\]

which is a non-convex optimization problem, that can only guarantee local optimal solutions. Any solution \( \gamma^* \) to the above problem guarantees that the set \( \mathcal{E}(S, \gamma^*) \) is contained in the set \( \mathcal{E}(R, \gamma^*) \) which is an ERA as conditions in Theorem 1 hold as (6).

We observe that the problem is affine in the decision variables if either variable \( R \) or variables \( \{m_1, p_1\} \) are fixed in constraints (6a)-(6d), (8a)-(8b). The algorithm below explore this fact to specialize Algorithm 2 and obtain ERAs for polynomial systems through the solution of semi-definite programs.

**Algorithm 3**

**Step 1:** Given \( R \), solve through a line search on \( \gamma \):

\[
\begin{aligned}
\text{maximize} & \quad \gamma \\
\text{subject to} & \quad (6a)-(6d)
\end{aligned}
\]

**Step 2:** Using \( m_1, m_2, p_1 \) and \( \gamma^* \) from step 1, set \( S(x) = R(x) \) and solve with a line search on \( \gamma^* \):

\[
\begin{aligned}
\text{maximize} & \quad \gamma \\
\text{subject to} & \quad (6a)-(6d), (8a) (8b), \gamma \geq \gamma^*.
\end{aligned}
\]

**Remark 5:** Notice that the Lyapunov function is a decision variable in every step of the above algorithms. This is not the case only if one imposes \( V(x) \) to be the invariant set (that is, if \( R = V \)).

**Remark 6:** The above algorithm guarantees a sequence of non-decreasing ERAs, however, it does not guarantee the convergence to global optimal solutions. Moreover, a function \( R(x) \) satisfying (6a)-(6d) is required for its initialization. This function can be taken as any Lyapunov function satisfying the local stability of the origin.

**V. Numerical Example**

Consider the system \( \dot{x} = f(x) \) with \( f(x) : \mathbb{R}^2 \to \mathbb{R}^2 \) given by

\[
f(x) = \begin{bmatrix} -x_1(1-x_1x_2) \\ -x_2 \end{bmatrix}
\]

which satisfy \( f(0) = 0 \). Despite the fact that only the origin is an equilibrium point, its RA is not the whole of \( \mathbb{R}^2 \) nor it is bounded by a limit-cycle. The boundary of the RA is given by \( \{x \in \mathbb{R}^n | x_1x_2 = 2\} \) (obtained from analytical solution to Zubov’s equation [2, p.73]).

We apply Algorithm 3 to obtain ERA to the origin given by a function \( R(x) \) of degree \( \text{deg}(R) = 4 \) while the LF satisfying the conditions for the stability satisfy \( \text{deg}(V) = 6 \). The obtained ERA after 2 iterations is presented in Figure 1. Notice that, as observed, the boundary of the estimate lies in the set where \( \bar{R} < 0 \) but \( \bar{R} < 0 \forall x \in \mathcal{E}(R, \gamma) \) is not satisfied. This is not possible when strictly increasing functions as LF are used to estimate the RA. In Figure 2 for comparison we present the maximal Lyapunov set that could be obtained with the function \( V \) used as a certificate for \( \mathcal{E}(R, \gamma) \). Notice that with the invariant set we are able to use a LF to obtain a larger estimate than the corresponding maximal Lyapunov set (however the estimate does not contain the maximal Lyapunov set).

**Remark 7:** In order to guarantee the compactness of the set \( \mathcal{E}(R, \gamma) \), function \( R \) is required to be a positive-definite function. Which, for polynomial functions, imposes some requirements on the leading and trailing monomial degrees.

![Fig. 1. The boundary of the ERA given by set \( \mathcal{E}(R, \gamma) \) is depicted in dark blue while dotted light blue depicts the set \( \{x \in \mathbb{R}^n | \bar{R}(x) = 0\} \). The set \( \{x \in \mathbb{R}^n | V(x) = 0\} \) is depicted with dotted black curve. Trajectories obtained with (V) are depicted in green (converging) and red (diverging).](image-url)
In this paper we presented conditions for an invariant set to be the ERA of the origin. The main feature of the results presented is that the ERA is associated to a Lyapunov function that is an invariant set but is not given by a level set of the Lyapunov function. These results were instrumental to formulate an algorithm for the estimation of the RA that guarantees the increment of the estimate at each iteration. We applied the algorithm to the class of polynomial vector fields and semi-algebraic sets for which the steps are performed via the solution to Sum-of-squares programs. The extension of the results to the class of systems with parametric uncertainties was also presented. For this case the invariant ERA does not depend on the uncertain parameters while the associate Lyapunov can depend on these parameters.

In [3], the concept of maximal Lyapunov functions (MLFs) was introduced. Such functions provide the complete characterization of the RA and satisfy $V(x) \to \infty$ as $x \to \partial R$. In that paper it is further shown that rational functions (given by the ratio of two polynomials) can arbitrarily approximate MLFs and also a numerical method to compute these approximations for analytical vector fields is provided. One relevant feature of those results is that the obtained ERA are described in terms of the denominator of the rational function. We are currently investigating the class of rational Lyapunov functions and pursuing the connection between the invariant analysis here presented and the conditions for stability derived with rational Lyapunov functions. We expect to provide a convex characterization in terms of a sequence of SOS programs that allows for the construction of a rational Lyapunov functions by certifying rational inequalities while computing polynomial inequalities.
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