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Abstract

Large-Scale Layered Systems and Synthetic Biology: Model Reduction and Decomposition
Thomas P. Prescott
Trinity College
Submitted for the degree of Doctor of Philosophy in Michaelmas Term 2014

This thesis is concerned with large-scale systems of Ordinary Differential Equations that model Biomolecular Reaction Networks (BRNs) in Systems and Synthetic Biology. It addresses the strategies of model reduction and decomposition used to overcome the challenges posed by the high dimension and stiffness typical of these models. A number of developments of these strategies are identified, and their implementation on various BRN models is demonstrated.

The goal of model reduction is to construct a simplified ODE system to closely approximate a large-scale system. The error estimation problem seeks to quantify the approximation error; this is an example of the trajectory comparison problem. The first part of this thesis applies semi-definite programming (SDP) and dissipativity theory to this problem, producing a single a priori upper bound on the difference between two models in the presence of parameter uncertainty and for a range of initial conditions, for which exhaustive simulation is impractical.

The second part of this thesis is concerned with the BRN decomposition problem of expressing a network as an interconnection of subnetworks. A novel framework, called layered decomposition, is introduced and compared with established modular techniques. Fundamental properties of layered decompositions are investigated, providing basic criteria for choosing an appropriate layered decomposition. Further aspects of the layering framework are considered: we illustrate the relationship between decomposition and scale separation by constructing singularly perturbed BRN models using layered decomposition; and we reveal the inter-layer signal propagation structure by decomposing the steady state response to parametric perturbations.

Finally, we consider the large-scale SDP problem, where large scale SDP techniques fail to certify a system's dissipativity. We describe the framework of Structured Storage Functions (SSF), defined where systems admit a cascaded decomposition, and demonstrate a significant resulting speed-up of large-scale dissipativity problems, with applications to the trajectory comparison technique discussed above.
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Chapter 1

Introduction

This chapter outlines the scope of this thesis, which is to investigate two related techniques used in Control and Systems Engineering to analyse large, complicated models of dynamical systems. The thesis will focus in particular on models that arise in Systems and Synthetic Biology; Section 1.1 introduces and derives the Ordinary Differential Equation (ODE) models describing the dynamics of large-scale biomolecular reaction networks. The first of the two techniques is model reduction. Section 1.2 reviews the methods by which the behaviour of a detailed model can be approximated by a simpler model. The second technique, which is the topic of Section 1.3, is model decomposition, whereby the analysis of a detailed ODE model is split into the hierarchical analysis of multiple simpler models and their interconnection. The chapter concludes in Section 1.4 with an outline of the contribution of this thesis, posing a number of questions relating to the reduction and decomposition of biomolecular reaction network models.

1.1 Modelling Biomolecular Reaction Networks

The biological processes that take place in evolved organisms occur at many different spatial and temporal scales, ranging from the ecological dynamics of many interacting species of multicellular organisms to the flow of metabolites and signalling molecules within a cell [134, 219]. This thesis is concerned with the processes at the smaller end of this spectrum, focusing on the dynamics of how DNA, RNA and protein molecules interact with one another to result in the characteristic properties of a living cell. The quantitative understanding of these biomolecular reaction networks (BRNs) is aided by the construction of mathematical models, which enable the simulation, analysis, and control of biological systems [43, 51, 133].

There has been a great deal of research that exploits large-scale experimental measurement techniques to elucidate the various biomolecular species and their interactions within biological cells [52, 137, 216]. These techniques can be used to construct models that reflect the BRN's structure [11, 104, 190] and also to quantify particular parameter values [157]. The experiments must be designed to ensure that the parameters being estimated are in fact identifiable [66, 160], and also so that they can appropriately invalidate candidate models [9, 115]. The species whose dynamics are being modelled can be proteins, metabolites, various types of RNA, genetic promoters or inhibitors, and so on. Web-based ‘-omics’ databases catalogue, for different model organisms, many types of cellular networks (genetic regulation, signalling, metabolic, protein
interaction, etc. The number of these databases has been growing since the early years of this century [193]. Novel techniques are required to integrate these network layers together in order to generate large-scale models that fully characterise a cell [77, 86, 192, 194, 209]. However, in contrast to these large-scale efforts, many researchers tend to limit the scope of their network reconstruction to smaller functions within the cell.

In this thesis we will consider questions relating to the reduction and decomposition of Ordinary Differential Equation (ODE) models of BRNs. The model whose derivation we sketch below is a widely-used framework for the mathematical treatment of BRNs, and can be found in a number of textbooks [97, 137, 138].

1.1.1 Notation and derivation

Consider a BRN consisting of $N$ chemical species $X_i$ for $i = 1, \ldots, N$, and denote the concentration of $X_i$ at any time-point $t \in \mathbb{R}_{\geq 0}$ by the scalar value $x_i(t) \in \mathbb{R}_{\geq 0}$. Note that the units of concentration and time will be assumed, although not explicitly given, as a property of the model.

The goal of the model derivation is to construct a system of $N$ ODEs to track the trajectory of the state vector $x(t) = [x_1(t), \ldots, x_N(t)]^T \in \mathbb{R}_0^N$ from the initial concentrations $x(0) = x_0$.

The BRN has $M$ reactions, each of the form

$$
\alpha_1 j X_1 + \cdots + \alpha_N j X_N \overset{v_j(x(t))}{\longrightarrow} \beta_1 j X_1 + \cdots + \beta_N j X_N,
$$

for $j = 1, \ldots, M$. We assume that the coefficients $\alpha_{ij}, \beta_{ij} \in \mathbb{Z}_{\geq 0}$ are non-negative integers, corresponding to the number of molecules of species $X_i$ consumed and produced, respectively, as reaction $j$ proceeds. The net effect of reaction $j$ is therefore to increase the number of molecules of $X_i$ by the stoichiometric coefficient, defined as $S_{ij} = \beta_{ij} - \alpha_{ij} \in \mathbb{Z}$.

Each $v_j(x(t)) \in \mathbb{R}_{\geq 0}$ corresponds to the rate (in dimensions of concentration over time) at which reaction $j$ takes place, known as the flux. Note that the flux takes the argument $x(t)$ because, at each time point $t \geq 0$, the reaction rate $v_j$ will, in general, depend on the concentrations $x_i(t)$ of any of the $N$ species. Furthermore, we assume that $v_j(x)$ cannot become negative. However, in practice many BRNs contain reversible reactions where, for example, a bound pair of molecules can unbind. Reversible reactions can still be modelled in this framework by simply defining two reactions with non-negative reaction rates. Reaction $j$ represents the forward reaction at rate $v_j(x)$, and reaction $k \neq j$ represents the backward reaction at rate $v_k(x)$. The associated stoichiometries of these reactions are such that $S_{ij} = -S_{ik}$, for all $i = 1, \ldots, N$. This modelling convention ensures that the flux vector $v(x(t)) \in \mathbb{R}_0^M$ always takes values in the non-negative orthant of $\mathbb{R}_0^M$. This is useful for computational approaches to analysing the steady-state flux distribution of the BRN [137].

The effect of reaction $j$ proceeding at rate $v_j$ is to change each concentration $x_i$ at a rate equal to the product $S_{ij} v_j$ of the reaction rate with the stoichiometric coefficient $S_{ij}$. Aggregating the contributions of the full set of reactions $j = 1, \ldots, M$ on species $i$, the total rate of change
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The specific assumption of integer values here is not strictly necessary for any of the results in this thesis.
of $x_i$ is therefore given by the ODE

$$\dot{x}_i(t) = \sum_{j=1}^{M} S_{ij} v_j(x(t)),$$

for each $i = 1, \ldots, N$. This collection of coupled ODEs is usually written in the compact form

$$\dot{x}(t) = S v(x(t)), \quad (1.2)$$

where the state vector $x(t) \in \mathbb{R}_0^N$ was defined above, and the flux vector is the vector $v(x(t)) = [v_1(x(t)), \ldots, v_M(x(t))]^T \in \mathbb{R}_0^M$ of fluxes. The matrix $S = [S_{ij}] \in \mathbb{Z}^{N \times M}$ of stoichiometric coefficients $S_{ij}$ is termed the stoichiometric matrix.

The functional form of each reaction rate $v_j(x)$ also needs to be identified [52]. A typical choice is to use the Law of Mass Action, where the reaction rate $v_j$ is modelled by

$$v_j(x) = k_j \prod_{i=1}^{N} (x_i)^{a_{ij}}, \quad (1.3a)$$

where $a_{ij}$ is given by the stoichiometry of (1.1), and the parameters $k_j$ are positive constants, corresponding to reaction rates whose values must usually be derived experimentally. Other possible choices for $v_j$ include assuming Michaelis–Menten kinetics [133], whereby the rate of the reaction $X_1 \rightarrow X_2$ is modelled by

$$v(x) = \frac{V_{\text{max}} x_1}{K_m + x_1}. \quad (1.3b)$$

Thus the reaction rate is linear in $x_1$, with gradient $V_{\text{max}}/K_m$, for small values of $x_1$, but saturates at $V_{\text{max}}$ for larger values of $x_1$.

To construct the model (1.1), and hence the ODEs in (1.2), both the stoichiometric matrix $S$ and the form and parameter values of the flux vector $v(x)$ need to be determined. As described above, there is a vast literature on model construction [137]. However, in this thesis we will assume that the ODE model (1.2) of a BRN, defined by an experimentally-deduced $S$ and $v(x)$, is given and reliable.

### 1.1.2 ODE models in Systems Biology

The Systems Biology Markup Language (SBML) [93] is an XML-based file format that allows researchers to define their model in terms of the structures $x$, $v$, and $S$, and therefore enables standardised databases where models can be curated and downloaded [117]. Associated software, such as the SBTOOLBOX for MATLAB [174], can be used for model simulation. In addition to simulation, the analysis of ODE models of the form (1.2) can give a great deal of insight into the underlying biological processes. For example, algebraic properties of the stoichiometric matrix $S$ give information about the behaviour of the BRN [137], such as defining conservation equations [101, 206] and steady state flux distributions. Many Systems Biology approaches to analysing the model (1.2) are methods for investigating the steady state, such as Flux Balance Analysis [102], Elementary Flux Modes [176, 177, 195], and forms of parameter sensitivity analysis [218] such as Metabolic Control Analysis [65], and related ‘control analysis’
methods [32, 89, 178]. Other properties of BRN dynamics, such as multi-stability [136, 173] and monotonocity [13, 14], can be deduced from (1.2).

As stated above, the ODE model (1.2) will be the topic of investigation in the remainder of this thesis. However, it is important to note some limitations to this model, and also alternative modelling frameworks. The reactions (1.1) define the edges of a hypergraph [107] on \( N \) nodes, each of which corresponds to a species \( X_i \). A slightly different formulation of (1.2) is given by the representation originally described in [91]. This instead considers each reaction (1.1) as an edge between the nodes \( \sum \alpha_{ij} X_i \) and \( \sum \beta_{ij} X_i \), thereby defining a weighted directed graph. This representation enables the analysis of the network using various techniques from graph theory and network science, which together forms the literature in Chemical Reaction Network Theory (CRNT) [79]. Other graph-theoretic and combinatorial approaches to modelling biomolecular systems are also widespread [3, 27, 120, 168, 179].

The ODE models for BRNs constructed above make a number of assumptions on the biomolecular system. Within the cell the numbers of various molecules taking part in some reactions may be very small, so that stochastic effects cause ODE models to deviate from experimentally-verified reality [144]. In this setting, noise becomes an important factor in the dynamics of BRNs, which many researchers advocate explicitly modelling [61, 78, 158, 210]. Numerical techniques such as the Gillespie algorithm [73] are widely-used for the simulation of noisy chemical processes [130], and there have also been recent developments of analytical techniques for quantifying the behaviour of stochastic BRNs [33, 80, 164].

1.2 Model Order Reduction and Error

The models described above can be constructed at the scale of an entire genome, which often results in large, unwieldy models. Even when researchers focus on modelling particular cellular functions in precise detail, the resulting ODE systems tend to be large, in terms of the numbers \( N \) and \( M \) of biomolecular species and reactions, respectively. However, the stoichiometric matrix \( S \in \mathbb{Z}^{N \times M} \) is usually sparse, since in typical BRNs each of the species takes part in a relatively small number of reactions [123]. Notwithstanding the sparsity of \( S \), large ODE systems are difficult to deal with for a number of reasons.

Recall the derivation of the functional form of each reaction rate \( v_j(x) \); each reaction rate of the form (1.3a) has a reaction rate constant \( k_j \), while the Michaelis–Menten form (1.3b) requires two parameters, \( V_{max} \) and \( K_m \). In a BRN with \( M \) reactions, there are at least \( M \) parameters to be identified. If \( M \) is large, this may require an intensive effort in order to design and implement the experimental strategy necessary to identify the parameters [16]. Once the kinetic parameters in a large-scale model have been identified, the high dimension of the state space \( \mathbb{R}^N \) introduces new difficulties. In particular, simulating the trajectory of all \( N \) species in a system can become difficult as \( N \) gets large. If only a subset of the species are of interest, then much of the computational cost of accurately simulating and storing the full-scale network is wasted. Large system models also tend to confuse intuition about systems-level interpretations, obscuring the insight that less precise models may give. For example, the analysis of glycolytic oscillations in a low-dimensional model [37, 41] is much simpler than would be possible in a more precise, large-scale model [94]. In common with more traditional applications of Control Theory, another difficulty
associated with large-scale dynamical systems arises when designing controllers. Often, these have the same level of complexity as the system model. Therefore, reducing the model before the construction of a controller will aid the design process [15].

One important difficulty with the analysis of full-scale BRNs is the stiffness in many of the associated ODE models, which arises from the multiple timescales that are characteristic of biological systems [99, 134]. When only a subset of the species is of interest, a lot of the computational burden incurred by simulating the full-scale model can be avoided, as many of the processes that occur on fast or slow timescales may not need to be modelled in full mechanistic detail in order to capture the dynamics of the system at a given timescale. Furthermore, simulating systems at multiple timescales requires specialised numerical techniques to deal with the stiffness of the system, adding further complications to the large-dimensional problem described above [38]. Hence, reduction techniques that can overcome model stiffness are particularly applicable to BRN models.

1.2.1 Model reduction problem statement

The model reduction problem is concerned with the reduction in dimension of an ODE system [15]. Suppose that there is a dynamical system of interest, which we call the full-scale model \( \Gamma \). This is a map from a trajectory \( u \) and state \( x_0 \) to a trajectory \( y \) defined by

\[
\text{Full model, } \Gamma \begin{cases}
\dot{x}(t) = f(x(t), u(t)), \\
y(t) = h(x(t)), \\
x(0) = x_0,
\end{cases}
\]

with the input signal \( u \) taking values \( u(t) \in U \subseteq \mathbb{R}^p \). In \( \Gamma \), the state \( x \) takes values \( x(t) \in D \subseteq \mathbb{R}^N \), and is initialised from an initial condition \( x(0) = x_0 \) taking values in an initial condition set \( X_0 \subseteq D \). The system \( \Gamma \) maps the inputs \( u \) and \( x_0 \) to the measured output \( y := \Gamma(u, x_0) \) with values \( y(t) \in \mathbb{R}^q \).

Now suppose that a reduced dimension \( N < N \) is defined. The model reduction task is to construct an \( \bar{N} \)-dimensional reduced model \( \bar{\Gamma} \) with reduced state \( \bar{x} \) taking values \( \bar{x}(t) \in \mathbb{R}^{\bar{N}} \). Mathematically, the task is to construct functions \( \bar{f}, \bar{h}, \) and \( \chi \) for the dynamics of the reduced model:

\[
\text{Reduced model, } \bar{\Gamma} \begin{cases}
\dot{\bar{x}}(t) = \bar{f}(\bar{x}(t), u(t)), \\
\bar{y}(t) = \bar{h}(\bar{x}(t)), \\
\bar{x}(0) = \bar{x}_0 = \chi(x_0),
\end{cases}
\]

such that the output \( \bar{y} := \bar{\Gamma}(u, \chi(x_0)) \), taking values \( \bar{y}(t) \in \mathbb{R}^q \), well-approximates \( y \) in some sense. Note that it is important that the output \( \bar{y} \) of the reduced model is of the same dimension, \( q \), as that of the full model. Note also that the reduction requires a map \( \chi \) from the initial condition \( x_0 \in X_0 \) of the original model to the initial condition \( \chi(x_0) \in \bar{X}_0 \) of the reduced model, where \( \bar{X}_0 \) is the image of \( X_0 \) under \( \chi \).

The criterion of ‘well-approximates’ can be quantified as follows. Denote as \( y = \Gamma(u, x_0) \) and \( \bar{y} = \bar{\Gamma}(u, \chi(x_0)) \) respectively the output trajectories \( y \) and \( \bar{y} \) resulting from the full and reduced
models with the input trajectory $u$ and initial conditions $x_0$ or $\chi(x_0)$ respectively. Suppose that there is a functional $\Delta$ of these two trajectories that takes values $\Delta(\Gamma(u,x_0),\Gamma(u,\chi(x_0)))$ $\in R_{\geq 0}$. This functional is intended to define the difference or (in the context of model reduction) the error between the output trajectories $y$ and $\tilde{y}$. It can be defined in a number of ways, depending on the property of the output that is important to the modeller. Therefore the model reduction problem is the task of finding a reduced model of dimension $\tilde{N}$, the choice of which may be constrained by physical or computational considerations, that well-approximates the full-scale model by, for example, minimising the largest (i.e. worst-case) value of $\Delta(\Gamma(u,x_0),\Gamma(u,\chi(x_0)))$ across a particular space of inputs, such as $u(t) \in U$, and space of possible initial conditions $x_0 \in X$.

Reduction problems such as this have been studied in the extensive, established model reduction literature [15]. We can identify two important aspects of any solution: first, the construction of candidate reductions $\tilde{\Gamma}$ from $\Gamma$ and, second, being able to calculate the error $\Delta(y,\tilde{y})$ used as the optimal reduction criterion. This thesis will consider the commonly-used $L_2$ error measure, defined by

$$\Delta(y,\tilde{y}) = \|y - \tilde{y}\|_2 = \left(\int_0^\infty |y(t) - \tilde{y}(t)|^2 \text{d}t\right)^{1/2}. \quad (1.4)$$

for $y = \Gamma(u,x_0)$ and $\tilde{y} = \tilde{\Gamma}(u,\tilde{x}_0)$. To ensure a finite measure, this error norm requires an assumption on the stability of $\Gamma$ and $\tilde{\Gamma}$ such that both $y(t)$ and $\tilde{y}(t)$ approach the same value $y^* = \tilde{y}^*$ as $t \to \infty$ (although incremental stability [12] may allow a relaxation of this assumption). This norm fits with many experimental conventions for the use of mean-squared error, and is also a natural choice for analysing the reduction of linear models. However, other error measures may be used in other contexts, such as the difference $|y^* - \tilde{y}^*|$ between the steady states, or other norms on the trajectory difference $y - \tilde{y}$.

### 1.2.2 Model reduction methods

In the context of non-autonomous linear systems, the model reduction problem with $\Delta$ given by (1.4) is known as the optimal $H_\infty$ reduction problem, since it can be formulated as choosing $\tilde{\Gamma}$ to minimise the induced $L_2$ to $L_2$ gain of the error system (see Chapter 3). While this problem remains open in general [59], there are a number of methods for model reduction of linear systems [15]. One important reduction technique is balanced truncation [59, 63, 74]. The key to this approach is that there exists a state-space realisation of the input–output system $\Gamma$ such that each state $x_i$ is associated with a Hankel singular value $\sigma_i$ that quantifies both its observability and controllability. Balanced truncation constructs $\tilde{\Gamma}$ by discarding the $N - \tilde{N}$ states of $\Gamma$ with the smallest Hankel singular values. Ordering states such that $\sigma_1 \geq \cdots \geq \sigma_N > 0$, the induced error can be estimated by the bounds

$$\sigma_{\tilde{N}+1} \leq \sup_{\|u\|=1} \|\Gamma(u,0) - \tilde{\Gamma}(u,0)\| \leq 2(\sigma_{\tilde{N}+1} + \cdots + \sigma_N),$$

assuming that the strict inequalities $\sigma_N < \sigma_{N-1} < \cdots < \sigma_{\tilde{N}+1} < \sigma_{\tilde{N}}$ hold. An analogous concept to balanced truncation in nonlinear input–output systems has also been defined [146, 172].

Another well-established model reduction method in Systems Theory and Mathematical Biology is singular perturbation [110, 175, 180], based on the following theorem.
Theorem 1.1 (Tikhonov’s Theorem [108]). Consider the coupled ODE system

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1, x_2), \\
\mu \dot{x}_2 &= f_2(x_1, x_2),
\end{align*}
\]

for an arbitrary parameter \( \mu > 0 \), where the vector fields \( f_i \) are continuous, and where it is assumed that for given initial conditions \( x_i(0) = x_{i,0} \) the ODEs have unique solutions. Define the map \( \phi(x) \) by the algebraic relationship \( 0 = f_2(x, \phi(x)) \). Suppose that the system \( \dot{z} = f_2(x, z) \) for arbitrary fixed \( x \) has a stable equilibrium at \( z = \phi(x) \). Now consider the approximated system

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1, \phi(x_1)), \\
\dot{x}_2 &= \phi(x_1)
\end{align*}
\]

from initial conditions \( x_1(0) = x_{1,0} \). As \( \mu \to 0 \), the solution of the full ODE system (1.5) is arbitrarily closely approximated by the solution of the reduced ODE system (1.6).

This theorem can be used to construct and justify the model reduction of a given autonomous ODE model by singular perturbation. Given the autonomous dynamics \( \dot{x} = f(x) \), the aim of this reduction technique is to identify a parameter \( \mu \ll 1 \) such that these dynamics can be written in the form (1.5). Assuming all other parameter values in the model are on the same scale, then small values of \( \mu \) imply that the dynamics (1.6) well-approximate (1.5). However, unlike balanced truncation, there is no \textit{a priori} \( L_2 \) estimate of the error incurred by singular perturbation; this means that there is no criterion of exactly how small \( \mu \) must be, given the rest of the model’s parameters, to achieve a particular pre-defined error threshold. Nevertheless, there are many different approaches that have been taken in order to identify the most valid approximation [28, 48, 98, 113, 116, 133, 205].

Many model reduction techniques that are specific to biomolecular models (1.2) still tend to be based on timescale separation [23, 72, 156, 200, 201], although there are some other computational approaches exploiting redundancies in the network structure [1], or using \textit{a priori} [8] and \textit{a posteriori} [88, 159] error minimisation strategies. A number of these approaches emphasise the important requirement that model reduction methods for biological systems should result in biologically meaningful state spaces. For example, the \( \tilde{N} \) components \( \tilde{x}_i \) of the reduced state vector \( \tilde{x} \) should ideally correspond to the concentrations of \( \tilde{N} \) biomolecular species \( X_i \), thereby modelling biochemically relevant quantities.

### 1.3 Composition and Decomposition

Model decomposition is another strategy for the analysis, simulation and control of BRN models that is closely related to model reduction. Rather than approximating a large-scale system with a smaller system, a large-scale system can instead be decomposed into a collection of smaller, interconnected subsystems. Much of Systems Theory is concerned with the analysis and design of interconnected systems [217]. A model decomposition strategy provides a hierarchical method that simplifies the analysis of large systems: each component can be analysed in turn before investigating the effect of their interconnection. Indeed, taking this approach with the model
reduction problem above results in methods of structured model reduction [24, 169, 170, 207]. When applied to the computation of system properties, the hierarchical, modular strategies enabled by model decomposition have the potential to significantly simplify large-scale optimisation tasks.

In addition to Systems Theory, network decomposition also plays an important role in Network Science [27]. Algorithmic methods can be employed to detect the underlying structure of a network in terms of its community structure: communities are groups of nodes that are tightly connected, but that have sparse inter-group connections [67, 145]. Apart from community structure, alternative network architectures such as multi-layered networks [106, 132] or core-periphery networks [100] may also be appropriate decomposition frameworks. Numerical optimisation also benefits from strategies based on decomposition; programs can be made significantly faster by an appropriate distribution of the optimisation problem amongst interconnected sub-problems [47, 125].

This thesis will consider model decomposition in the context of analysing large ODE models of BRNs. There are two closely-related biological interpretations of the reformulation of large systems as an interconnection of smaller subsystems. The first of these reflects the purpose of Systems Biology, whereby BRNs are reverse-engineered to understand their functional components and how they interact [30, 34]. The second interpretation arises from Synthetic Biology. The prevailing strategy for the design of large-scale de novo biomolecular networks is as an interconnection of well-characterised biomolecular subsystems, known as parts and modules [155, 188]. We will describe each of these biological interpretations in turn.

1.3.1 Systems Biology

As described in Section 1.1, ODE models for BRNs can be built on the scale of an entire cell, but researchers often choose to focus on a particular functional subsystem, such as the glycolytic pathway [37, 41, 94], the heat shock [114] and osmotic shock [71] responses, the chemotaxis pathway [85, 215], the ErbB signalling pathway [44], and so on. Each of these BRNs can be thought of in the context of model decomposition as a subsystem of the larger, cell-level BRN. By focusing on a particular functional subsystem, the complexity of the cell is being overcome not by reducing the dimension of a cellular-scale model, as in the previous section, but instead by considering that subsystem in isolation from its cellular context: there are many more species and reactions simply not being modelled. However, when considered in isolation from the rest of the cell, any model of a subsystem is not necessarily accurate. For example, the burden that the subsystem puts on cellular resources [5, 50, 82, 185] may cause unexpected, unmodelled, coupling between apparently unconnected models, significantly altering the conclusions that can be drawn.

The insight given by the model into the behaviour of the system can be increased further by decomposing the system into smaller functional subunits [4, 142, 166, 167]. One approach to network decomposition is to base the definition of subsystems on their system-theoretic roles. For example, the heat shock response can be analysed as an interconnection of subsystems with the roles of plant, actuator, computer, feedback and feedforward sensor [114]. Similarly, chemotaxis can be modelled as the interconnection of modules that each perform specific sensing and...
actuating tasks [182].

Computationally-driven decomposition techniques are also possible, and the resulting sub-systems often have an intuitive post hoc justification. For example, methods for the detection of motifs [6, 131] or communities [145] can be used to determine structural components in directed networks formed from the connectivity patterns of, for example, transcription factors in a gene regulatory network [203, 211] or protein–protein interactions [42]. Motifs are small structures that appear in large-scale networks with statistically significant frequency, and which have functional interpretations such as autoregulatory or feedforward loops. It is hypothesised that motifs form a family of simple building blocks of large, complex evolved biomolecular networks [6]. An alternative decomposition technique, in the case of metabolic reaction networks at steady state, is that of elementary flux modes (EFMs) [177, 195, 202]. EFMs decompose the network at steady state into a collection of distinct pathways that reflect the allowed distributions of flux through a homeostatic metabolic network.

Whether subsystems are detected through functional or computational considerations, the difficulty of a decomposed analysis arises in the transition from considering each subsystem in isolation to understanding how they combine their dynamics to give an integrated behaviour. For example, the mechanisms by which biomolecular subsystems interconnect can cause retroactive, or loading, effects [56, 83]. These effects cause the input–output behaviour of a subsystem to change depending on whether it is isolated or interconnected with the rest of the network. Computational methods of decomposition can be designed to minimise retroactivity [165, 186]. Other interaction effects are also important, such as the coupling of processes through competition for shared resources (as mentioned above), or crosstalk between multiple pathways that causes them to respond non-specifically to certain signals [21, 118, 119, 126, 171].

1.3.2 Synthetic Biology

Synthetic Biology is a rapidly-developing field that seeks to exploit the knowledge gained through Systems Biology to engineer new biomolecular circuits and combine them to produce new cellular functions [103, 122]. The relationship between the two fields is analogous to the difference between forward and reverse engineering. The dominant approach to Synthetic Biology rests on the hierarchy of building systems out of interconnected modules (e.g. biomolecular networks or pathways), which are in turn built out of interconnected parts (e.g. smaller pathways or motifs) [188]. Since early successes in building small genetic devices in the early 2000s, such as the toggle switch [70] and an oscillator [62], many more new devices have been designed, such as logic gates [7, 58, 214], other switches [20, 54, 112], oscillators [68, 75, 196], and signalling pathways [187]. The next stage of development for Synthetic Biology is to combine these components into larger systems to achieve a greater degree of functional sophistication [39, 122, 155].

This composition problem is clearly the dual of the decomposition problem in Section 1.3.1. Decomposition identifies the components of a large-scale network for analysis purposes, but in Synthetic Biology the subsystems are clearly defined, and must be designed and tuned so that their interaction in a large-scale synthetic system results in the intended functionality [17]. Nevertheless, the goal of decomposed analysis methods remains the same in Synthetic Biology: to be able to accurately predict how the behaviour of a large-scale BRN will arise from the coordi-
nation of its constituent parts.

As described above, interaction effects such as retroactivity and crosstalk significantly influence the behaviour of interconnected subsystems. Subsystems can be designed in order to avoid or control retroactivity [83], or additional subsystems can be inserted to insulate subsystems from its effects [56, 57]. Synthetic devices may be designed and prototyped in vitro but then place a burden on the native cellular processes when implemented in vivo [185, 199]. In addition to changing how synthetic modules interact with one another, this burden also affects the behaviour of the cellular chassis, the effects of which may propagate through the system to give unexpected and undesired consequences. It is therefore important to be able to predict the extent to which the existing functionality (or viability) of a cellular process can be impaired through the incremental addition of new reactions and species [31, 109]. The problem of reliability becomes even more difficult when variability between cells within a given population is taken into consideration, a difficulty amplified when considering the greater variability between strains, or between species [19, 49, 184]. In this case, the many bi-directional interactions between biosynthetic subsystems and their host cells become extremely uncertain [40]. The effects of these uncertainties need to be carefully managed in order to quantify and robustify the behaviour of future large-scale synthetic systems [147].

In both Systems and Synthetic Biology, the key interpretation of model decomposition is that the large-scale system is made up of smaller components, usually defined as groups of species and reactions and known as modules, each of which has a well-defined function and behaviour. However, interaction effects can cause modules to behave differently in different contexts, which may invalidate any correspondences between modules and their function. In this thesis we will show that there are other BRN architectures that are distinct from the commonly-used modular decomposition framework.

1.4 Outline of Thesis Contribution

Recall the discussion of model reduction in Section 1.2. Unlike the balanced truncation of linear input–output systems, reducing nonlinear autonomous systems through singular perturbation does not give a priori bounds on the incurred error. The first part of this thesis outlines a computational approach to estimating the worst-case approximation error of any given reduction of an autonomous nonlinear (rational) polynomial model (1.2). This technique relies on a semi-definite programming approach to dissipativity analysis, which is introduced in Chapter 2. In Chapter 3, we show how dissipativity analysis can be applied to the model reduction problem, by providing a means for estimating the difference between two trajectories. We use this technique to propose a model reduction algorithm designed to accept only those reductions that incur approximation errors guaranteed to fall below a particular threshold.

The next contribution of this thesis is in the related area of model decomposition. Section 1.3 identified modular decomposition of biomolecular networks as being the most prevalent method of decomposition. However, as with community detection in static networks, there may be other forms of network architecture that are more suited to BRN models. Chapter 4 introduces a new framework, termed layering, for the decomposition of BRNs. One important difference between the layered and modular frameworks is that the contextual effects on modules,
which change their input–output behaviour in different contexts, are explicitly accounted for in layered dynamics.

A fundamental question associated with any system decomposition technique is as follows: given a large-scale system to decompose, how should the subsystems be chosen? In Chapter 4, we consider how to ensure the subsystems are as simple as possible. Furthermore, one approach that is particularly applicable to BRNs is to exploit timescale separation. Model reduction by singular perturbation, described in Section 1.2.2, is essentially a modular decomposition technique, that seeks to partition the elements of the state vector as fast or slow. Chapter 5 demonstrates that, by adapting singular perturbation to exploit the layered decomposition framework, a model reduction by timescale can occur without requiring transformations of the state into biochemically irrelevant variables.

A fundamental property of any given decomposition of a system into modules or layers is how the behaviour of the isolated subsystems is changed as a result of their interconnection. Chapter 6 seeks to quantify how signals propagate across layered BRNs, focusing in particular on a layered decomposition of the steady state parameter sensitivity analysis. This chapter demonstrates how the difference between each layer's isolated and integrated sensitivities can be used to define a graph that quantifies the effect of interactions between layers. This graph can be used to address the question of choosing a decomposition, by defining an optimal decomposition to have the simplest possible inter-layer communication structure.

Section 1.3 identified decomposition as a strategy for speeding a computation task by distributing it across subsystems. It can be shown that the dissipativity analysis techniques described in Chapter 2 and 3 tend to result in large-scale optimisation problems that are often impractical to solve. Chapter 7 demonstrates the significant computational benefit of applying the layering framework to these problems. The strategy taken is to extend the techniques introduced in Chapter 2 with additional constraints that reflect the propagation of dynamic signals through a layered cascade. Following the approach taken in Chapter 3, this implies that the difficult task of estimating the dynamic response of BRNs to structural and parametric perturbations, including structured model reductions, can be decomposed and thus significantly simplified. Hence, Chapter 7 provides a further illustration of the close relationship between model decomposition and model reduction as complementary techniques for the analysis of large-scale BRNs.

### 1.4.1 Publications

The work in this thesis has led to the following publications. Reference [150] reports how the semi-definite programming technique for dissipativity analysis, described in Chapter 2, can be applied to the model reduction problem, as illustrated in Chapter 3. In references [151, 152], we introduce the layered framework of Chapter 4 and describe its application to model reduction through timescale separation, as shown in Chapter 5. Reference [153] contains the work of Chapter 4 on the importance of stability in layered decompositions, and also contains the result in Chapter 6 that quantifies how steady-state perturbations propagate between layers. The work of Chapter 7 on structured storage functions has been published as reference [154].
Chapter 2

Dissipativity and SOS Programming

The first part of this thesis is motivated by the model reduction problem introduced in Section 1.2; specifically, the task of constructing an a priori estimate of the error incurred by a given model reduction. This preliminary chapter briefly reviews the elements of systems theory and the computational techniques that will subsequently be used in Chapter 3 for this task. First, Section 2.1 introduces the system-theoretic concept of dissipativity and gives a number of examples to illustrate the wide range of system properties that can be formulated using this framework. Second, Section 2.2 reviews a computational technique, called SOS programming, that can be used to relax optimisation problems to make them more amenable to numerical approaches. The rest of the chapter demonstrates the application of SOS programming to certifying the dissipativity of a particular class of uncertain nonlinear systems, which are subject to constraints on state and input values. The SOS approach to dissipativity analysis will form the basis of the contribution of Chapter 3 to the model reduction error estimation problem.

### 2.1 Dissipativity

Dissipativity is a fundamental property of any ODE model of a physical system [84, 111, 212, 213]. Consider the dynamics

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t)), \\
y(t) &= h(x(t)),
\end{align*}
\]  

(2.1a)

where the state \( x \) takes values \( x(t) \in \mathcal{D} \) in the domain \( \mathcal{D} \subseteq \mathbb{R}^N \), the input \( u \) takes values \( u(t) \in \mathcal{U} \) for the set of input values \( \mathcal{U} \subseteq \mathbb{R}^p \), and the output \( y \) takes values \( y(t) \in \mathbb{R}^q \). Assume also that the system has a set of allowed initial conditions \( x(0) = x_0 \in \mathcal{X}_0 \) for a given subset of the domain \( \mathcal{X}_0 \subseteq \mathcal{D} \).

Dissipativity is a property of the ODE system (2.1) that describes, for a generalised concept of ‘energy’, how the energy stored internally to the system relates to an external energy supply. At each time point \( t \geq 0 \), the internally stored energy is quantified by a storage function \( V(x(t)) \), which is a function of the internal state \( x \), while the external supply rate is a function of the input–output signals \( s(u(t), y(t)) \). The dissipativity of (2.1) with respect to the given supply rate is defined as follows.
Definition 2.1 (Adapted from [84]) The system (2.1) is dissipative with respect to the supply rate $s : \mathbb{R}^{P+q} \rightarrow \mathbb{R}$ if there exists a function $V : \mathcal{D} \rightarrow \mathbb{R}$ such that $V(x) \geq 0$ and
\[
\dot{V}(x(t)) = \nabla V(x(t)) \cdot f(x(t), u(t)) \leq s(u(t), y(t))
\]
for state and input values $x(t) \in \mathcal{D}$ and $u(t) \in \mathcal{U}$. The function $V$ is called a storage function of the system with respect to $s$.

An alternative condition to (2.2), which avoids the assumption that $V$ is differentiable with respect to $x$, is given by
\[
V(x(T_2)) \leq V(x(T_1)) + \int_{T_1}^{T_2} s(u(t), y(t)) \, dt
\]
for $0 \leq T_1 \leq T_2$. This alternative expression emphasises the physical intuition of dissipativity: the change in internal energy $V$ over the time interval $[T_1, T_2]$ is bounded above by the total external energy supplied, as measured by $s(u, y)$. However, the storage functions that will be computed in this thesis will be polynomial, and therefore differentiable, in $x$. Hence, the derivative condition (2.2) on $V$ will be used to certify dissipativity.

The dissipativity framework has been used to analyse a number of different system properties, each of which can be characterised by the appropriate choice of supply rate [60].

Example 2.2 (Passivity, [111]) Consider the system (2.1) with equal input and output dimensions $p = q$. Suppose that this system is dissipative with respect to the supply rate $s(u, y) = u^T y$. This property is known as the passivity of the system. By this definition of $s$, the supply rate is interpreted as a measure of the net rate at which energy is being transferred into the system from its environment. An alternative interpretation of the supply rate is that its negative value $-s$ defines the net rate at which energy is extracted from the system into its environment. The dissipative system satisfies (2.3), implying that the net energy transferred into the system over any time interval is an upper bound on the change in internal storage. Similarly, the net amount of energy that can be extracted from the system in any given time interval is, at most, the internal energy stored at the start of the interval. We can deduce that the system does not generate its own internal energy, hence the term passive.

Example 2.3 (Induced $\mathcal{L}_2 \to \mathcal{L}_2$ gain) Suppose that the system (2.1), now with general input and output dimensions $p$ and $q$, is dissipative with respect to the supply rate $s(u, y) = \gamma^2 |u|^2 - |y|^2$ for a given constant $\gamma \in \mathbb{R}$. Substituting this supply rate into (2.3) implies that the energy $\|y\|^2$ of the output $y$, over any given time interval, is at most a multiple $\gamma^2 \|u\|^2$ of the input energy, plus the initial internal storage lost over that interval. If there is no internal storage at the start of the interval, then we can conclude that the induced $\mathcal{L}_2$ to $\mathcal{L}_2$ gain of the system is bounded above by $|\gamma|$.

Example 2.4 (Maximal output energy) Consider the autonomous system (2.1), where the input $u$ has been set to zero. Suppose that this system is dissipative with respect to the supply rate $s(u, y) = -|y|^2$. The inequality (2.3) implies that the output energy $\|y\|^2$, evaluated over a given time interval, is bounded above by the loss in internal storage in that time interval. Since
A dual property to the bounds on the output energy above is found by allowing $s(u, y) = \|u\|^2$. The relationship (2.3) implies that the increase in internally stored energy over a given time interval is bounded above by the energy $\|u\|^2$ of the input applied during that interval. Here it will be assumed that the initial condition $x_0 = 0$ is fixed, and that $V(0) = 0$.

Suppose that there is a constraint $\|u\|^2 \leq U^2$ on the maximum possible energy of the input over a given time interval $[0, T]$. Dissipativity implies that $U^2$ is an upper bound on the value of $V(x(T))$. Consider the reachable set $R(T) \subseteq D$ of possible values of $x(T)$. This set can be estimated by the sub-level set $R(T) \subseteq \{x \in D \mid V(x) \leq U^2\}$. Conversely, given a desired target set of states $T(T) \subseteq D$, the smallest energy of the input applied over $[0, T]$ required to bring the system to $T(T)$ is at least $\min_{x \in T(T)} V(x)$.

The examples above illustrate a number of system properties that can be formulated in terms of dissipativity. The first two problems demonstrate that the certification of dissipativity is essentially a feasibility problem, where it is required that there exists a feasible storage function $V$ that satisfies the constraint (2.2). The final two examples demonstrate that, depending on the property being measured, this problem can be extended into an optimisation problem by defining a particular objective functional of $V$.

In particular, consider the task in Example 2.4 of finding the optimal storage function $V$ for a given fixed set $X_0$ of possible initial conditions, such that $\max_{x_0 \in X_0} V(x_0)$ is minimal. This provides the tightest upper bound on the largest possible output energy $\|y\|^2$. Alternatively, when designing $X_0$, the optimisation task is to provide the largest set of initial conditions $x_0 \in X_0$ while still ensuring $\|y\|^2 \leq Y^2$, by finding a feasible storage function with a maximal sub-level set volume. Similarly, Example 2.5 also suggests two possible optimisation problems: finding the best lower bound on the input energy needed to bring the system state to $T(T)$; or finding a best estimate of the reachable set $T(T)$ given a maximum input energy $U^2$.

In general, the formulation of dissipativity certification as an optimisation problem is as follows.

**Program 2.6** Find a storage function $V : D \rightarrow R$ satisfying

\[
\min_V P(V)
\]

s.t. $V(x) \geq 0$ (2.4a)

\[
s(u, y) - \nabla V(x) \cdot f(x, u) \geq 0
\] (2.4b)
for all vectors \( x \in \mathcal{D} \) and \( u \in \mathcal{U} \). Here \( P(V) \in \mathbb{R} \) is an objective functional; by setting \( P(V) = 0 \), this program can be reduced to testing feasibility.

\[ \begin{aligned} \text{Lemma 2.9 implies that testing } & p \in \Sigma[x] \text{ is equivalent to the existence of a positive semi-definite constant matrix } Q \text{ and vector } z(x) \text{ of monomials of } x \text{ such that } p(x) = z(x)^T Q z(x). \end{aligned} \]

\[ \text{Proof.} \] Define the polynomial \( p(x) = z(x)^T Q z(x) \) for positive semi-definite \( Q \). Consider the Cholesky decomposition of \( Q = L^T L \). Then \( p(x) = (L z(x))^T (L z(x)) \) is a SOS polynomial, where each \( p_i(x) = L_i z(x) \) for each row \( L_i \) of \( L \). Conversely, suppose \( p(x) = \sum p_i(x)^2 \). Construct the vector \( z(x) \) of all of the monomials used in at least one \( p_i \). Then each polynomial \( p_i \) can be written \( L_i z(x) \) for row vector \( L_i \) of the coefficients of each of the monomials. By forming a matrix \( L \), the rows of which are equal to the row vectors \( L_i \) defining each \( p_i \), we can therefore re-write \( p(x) = z(x)^T Q z(x) \) for the trivially positive semi-definite matrix \( Q = L^T L \).

\[ \begin{aligned} \text{Lemma 2.9 implies that testing } & p \in \Sigma[x] \text{ is equivalent to testing the existence of a positive semi-definite matrix } Q \text{ such that } p = z^T Q z. \end{aligned} \] This is a convex feasibility problem that can be
solved in polynomial time \([143]\), and is therefore a relaxation of the problem of testing \(p \in \mathbb{R}[x]_{\geq 0}\). However, Proposition 2.8 is proof that \(p \in \Sigma[x]\) is a stronger condition. There has been a great deal of interest in the gap between \(\Sigma[x]\) and \(\mathbb{R}[x]_{\geq 0}\) \([45, 46]\), which is the cost of making the problem computationally tractable through semi-definite programming \([29]\). Furthermore, recent results have identified smaller subsets of \(\mathbb{R}[x]_{\geq 0}\) that will require much cheaper linear or second-order cone programming in order to test set membership \([2]\).

### 2.2.2 Convex optimisation in SOSTOOLS

The SOS approach can be applied to feasibility and optimisation problems by relaxing positive semi-definite constraints into SOS constraints. Consider Program 2.6, where we take \(P(V) = 0\) to make this a feasibility problem. Suppose also that there are no constraints on the set of state values \(\mathcal{D} = \mathbb{R}^{N}\) and input values \(\mathcal{U} = \mathbb{R}^{p}\). The SOS relaxation of the positive semi-definite constraints \((2.4)\) results in the following example of an SOS program.

**Program 2.10** Find a polynomial \(V \in \mathbb{R}[x]\) subject to the SOS constraints

\[
\begin{align*}
V(x) &\in \Sigma[x], \\
s(u, y) - \nabla V(x) \cdot f(x, u) &\in \Sigma[x],
\end{align*}
\]

for all \(x \in \mathbb{R}^{N}\) and \(u \in \mathbb{R}^{p}\).

The solutions to SOS programs such as these can be computed using specifically-developed software. The toolbox that will be used in this thesis is SOSTOOLS \([139]\), which is an implementation of SOS programming in MATLAB that enables optimisation programs to be defined with SOS constraints. In Program 2.10, the SOS decision variable \(V\) satisfying \((2.5a)\) can be defined through SOSTOOLS by the function \(\text{sosvar}(p, z)\) for the previously-declared SOS program name \(p\) and a vector of monomials \(z\). Similarly, the constraint \((2.5b)\) can be implemented by the SOS inequality \(\text{sosineq}(p, \text{s-Vdot})\). Each of these functions converts the polynomial SOS constraint into the equivalent constraint on positive semi-definite \(Q\) according to Lemma 2.9. Thus SOSTOOLS translates the SOS program into a semi-definite program that can be solved by any of a number of solvers, such as SeDuMi \([197]\). The solution of the semi-definite program is then returned to SOSTOOLS, and converted back into polynomial form. For a more complete example of the use of SOSTOOLS to solve a SOS program, see Appendix A.

### 2.3 Extensions of the SOS Dissipativity Program

The basic SOS program for certifying dissipativity is given by Program 2.10, but is not widely applicable in this form. In particular, \(V\) is being sought to satisfy \((2.5b)\) over all \(x \in \mathbb{R}^{N}\) and \(u \in \mathbb{R}^{p}\), and the system may not be dissipative for all such values. However, the original ODEs \((2.1)\) have been defined for constrained state and input values \((x(t), u(t)) \in \mathcal{D} \times \mathcal{U}\), for which it may be possible to prove dissipativity. Furthermore, if at least one of the vector field \(f(x, u)\) or output map \(h(x)\) is not polynomial, then the SOS condition \((2.5b)\) cannot hold. Finally, depending on the application, parametric uncertainty may be an important feature, where dissipativity should
be certified for a range of possible parameter values. This section considers the extensions to Program 2.10 that will overcome each of these problems [140, 141, 143].

2.3.1 Non-global storage functions

The original dissipativity program given by Program 2.6 also includes constraints on the state values \( x(t) \in \mathcal{D} \) and input values \( u(t) \in \mathcal{U} \). A generalisation of the S-procedure [140, 143] can be used to relax the condition (2.5b) accordingly.

Suppose that there exists an estimate of \( \mathcal{D} \times \mathcal{U} \) given by the semi-algebraic set

\[
\mathcal{D} \times \mathcal{U} \subseteq \{(x, u) \in \mathbb{R}^{N+p} \mid \phi_i(x, u) \leq 0 \text{ for all } i = 1, \ldots, R\} = \Phi,
\]

for polynomial functions \( \phi_i \in \mathbb{R}[x, u] \). If (2.4b) can be shown to hold for all \( (x, u) \in \Phi \), then it follows that it must be true for all \( (x, u) \in \mathcal{D} \times \mathcal{U} \), and thus dissipativity is certified for the given sets of state values \( \mathcal{D} \) and input values \( \mathcal{U} \). This task can be implemented in the following relaxation of Program 2.10.

**Program 2.11** Find the \( R+1 \) polynomials \( V \in \mathbb{R}[x] \) and \( \sigma_i \in \mathbb{R}[x, u] \), for \( i = 1, \ldots, R \), subject to the SOS constraints

\[
V(x) \in \Sigma[x], \quad (2.6a)
\]
\[
\sigma_i(x, u) \in \Sigma[x, u], \quad (2.6b)
\]
\[
[s(u, y) - \nabla V(x) \cdot f(x, u)] + \sum_{i=1}^{R} \sigma_i(x, u)\phi_i(x, u) \in \Sigma[x, u] \quad (2.6c)
\]

for the polynomials \( \phi_i \) defining \( \Phi \).

**Proposition 2.12.** Assume that the vector field \( f \) of the dynamics (2.1) is polynomial. If feasible polynomials \( V \) and \( \sigma_i \) can be found for the SOS Program 2.11, then \( V \) is a storage function certifying the dissipativity of (2.1) with respect to \( s(u, y) \), for the constrained state values \( x(t) \in \mathcal{D} \) and input values \( u(t) \in \mathcal{U} \).

**Proof.** Suppose feasible SOS polynomials \( V \in \mathbb{R}[x] \) and \( \sigma_i \in \Sigma[x, u] \) exist. Since each \( \sigma_i \) is positive semi-definite, the estimate \( \mathcal{D} \times \mathcal{U} \subseteq \Phi \) implies that

\[
\sum_{i=1}^{R} \sigma_i(x, u)\phi_i(x, u) \leq 0
\]

for all \( (x, u) \in \mathcal{D} \times \mathcal{U} \). This inequality, together with condition (2.6c), implies that \( s(u, y) - \dot{V} \geq 0 \) along the solutions to (2.1). Hence (2.2) is satisfied, and dissipativity is certified.

2.3.2 Non-polynomial vector fields

We can extend the use of SOS techniques to a larger class of systems than those with a polynomial vector field \( f(x, u) \). Instead, suppose \( f(x, u) \) is a rational polynomial, such that each component \( f_i \) for \( i = 1, \ldots, N \) can be written

\[
f_i(x, u) = \frac{g_i(x, u)}{\psi(x, u)}
\]
for the polynomials \( g_i \in \mathbb{R}[x, u] \) and polynomial common denominator \( \psi \in \mathbb{R}[x, u] \). We assume that \( f \) is well-defined, which means that \( \psi \) cannot take the value 0. Since \( \psi \) is a polynomial, it is continuous, and this together with \( \psi \neq 0 \) implies that \( \psi \) cannot change sign in \( \mathcal{D} \times \mathcal{U} \). Without loss of generality, we assume that \( \psi(x, u) > 0 \) for all \((x, u) \in \mathcal{D} \times \mathcal{U}\).

Clearly neither of the dissipativity conditions (2.5b) or its local variant (2.6c) can hold, because \( \nabla V(x) \cdot f(x, u) \) is not a polynomial. Assume in what follows that dissipativity is required to hold only for \((x, u) \in \mathcal{D} \times \mathcal{U}\).

**Program 2.13** Find the \( R + 1 \) polynomials \( V \in \mathbb{R}[x] \) and \( \sigma_i \in \mathbb{R}[x, u] \), for \( i = 1, \ldots, R \), subject to the SOS constraints

\[
\begin{align*}
V(x) &\in \Sigma[x] \quad (2.7a) \\
\sigma_i(x, u) &\in \Sigma[x, u] \quad (2.7b) \\
\psi(x, u) \left[ s(u, y) - \nabla V(x) \cdot f(x, u) \right] + \sum_{i=1}^{R} \sigma_i(x, u) \phi_i(x, u) &\in \Sigma[x, u]. \quad (2.7c)
\end{align*}
\]

\( \Box \)

**Proposition 2.14.** If the SOS Program 2.13 is feasible with storage function \( V \), then \( V \) certifies the dissipativity of the rational polynomial system (2.1) with respect to \( s(u, y) \).

**Proof.** As in the proof of Proposition 2.12, the summation term \( \sum \sigma_i \phi_i \) in (2.7c) is non-positive for \((x, u) \in \mathcal{D} \times \mathcal{U}\), and therefore \( \psi(s - V) \geq 0 \). Hence, since we have assumed that \( \psi > 0 \) for all \((x, u) \in \mathcal{D} \times \mathcal{U}\), this inequality implies (2.2). \( \Box \)

### 2.3.3 Uncertain parameters

Now suppose also that the dynamics (2.1) depend on \( r \) uncertain constrained parameter values \( \pi \in \mathcal{P} \subseteq \mathbb{R}^r \), where the dependence is denoted by the vector field \( f(x, u, \pi) \). Recall the estimate of the state and input spaces \( \mathcal{D} \times \mathcal{U} \) with \( \Phi \). This approach can be extended to include the parameter space \( \mathcal{P} \) by defining an estimate through the semi-algebraic set

\[
\mathcal{D} \times \mathcal{U} \times \mathcal{P} \subseteq \{(x, u, \pi) \in \mathbb{R}^{N+p+r} \mid \phi_i(x, u, \pi) \leq 0 \text{ for all } i = 1, \ldots, R\} = \Phi
\]

for the \( R \) polynomial functions \( \phi_i \in \mathbb{R}[x, u, \pi] \). The following SOS program provides for constrained parameter uncertainties by introducing additional auxiliary variables \( \pi \) to the variables \( x \) and \( u \). Note that the storage function \( V \in \mathbb{R}[x] \) is independent of \( \pi \), thereby certifying dissipativity for all possible values of \( \pi \in \mathcal{P} \).

**Program 2.15** Find the \( R + 1 \) polynomials \( V \in \mathbb{R}[x] \) and \( \sigma_i \in \mathbb{R}[x, u, \pi] \), for \( i = 1, \ldots, R \), subject to the SOS constraints

\[
\begin{align*}
V(x) &\in \Sigma[x], \\
\sigma_i(x, u, \pi) &\in \Sigma[x, u, \pi], \quad (2.8b) \\
\psi(x, u, \pi) \left[ s(u, y) - \nabla V(x) \cdot f(x, u, \pi) \right] \\
&+ \sum_{i=1}^{R} \sigma_i(x, u, \pi) \phi_i(x, u, \pi) &\in \Sigma[x, u, \pi]. \quad (2.8c)
\end{align*}
\]
Proposition 2.16. If the SOS Program 2.15 is feasible with storage function \( V \), then \( V \) certifies the dissipativity of the uncertain rational polynomial system with respect to \( s(u, y) \).

Proof. See the proof of Proposition 2.14, with additional \( \pi \) dependence. \qed

Note that \( V \) is an SOS polynomial in \( x \) only. Thus, for any value of \( \pi \in \mathcal{P} \), the dissipativity inequality (2.3) holds; although the integral term varies with \( \pi \), the storage function is independent of \( \pi \). A possible generalisation of Program 2.15 would be to adapt (2.8a) so that \( V(x, \pi) \in \Sigma [x, \pi] \) is no longer independent of \( \pi \). Nevertheless, Program 2.15 is the most general SOS program for the certification of dissipativity that will be considered in this thesis. It can be used to certify the dissipativity with respect to a given \( s(u, y) \) of (2.1) for the rational polynomial vector field \( f(x, u, \pi) \) with state, input and parameter values \( (x, u, \pi) \in \mathcal{D} \times \mathcal{U} \times \mathcal{P} \).

2.3.4 Objective functions

As demonstrated by the examples in Section 2.1, any of the feasibility programs above that implement the certification of dissipativity may be extended to an optimisation by defining an objective functional of the storage function \( V \). Consider again Example 2.4, where \( s(u, y) = -y^T y \). Depending on the context of the optimisation, the goal is either to minimise \( \max_{x_0 \in \mathcal{X}_0} V(x_0) \) or maximise the volume of the level set \( \{ x \in \mathcal{D} | V(x) \leq Y^2 \} \). Program 2.10 and its extensions above can be extended with an objective functional as follows.

Suppose first that the set of possible initial conditions \( \mathcal{X}_0 = \{ x_0 \} \) is a fixed single point. The objective of the dissipativity analysis in this case would be to minimise \( V(x_0) \). However, if \( \mathcal{X}_0 \) is larger than a singleton set, then minimising \( V(x_0) \) for a single \( x_0 \in \mathcal{X}_0 \) is in general a suboptimal approach. One heuristic that has been applied in this case [22, 150, 170] is to minimise the convex objective function \( \text{trace}(Q_V) \), where \( Q_V \) is the matrix of decision variables defining the SOS representation of \( V(x) = z(x)^T Q_V z(x) \). In the case where \( z(x) = x \), minimising \( \text{trace}(Q_V) \) is equivalent to maximising the volume of the elliptic level sets of \( V \). This minimisation can also be interpreted as having the effect of slowing the growth of \( V \) with \( |x| \), and might therefore be a reasonable heuristic for minimising the maximum value of \( V \) in \( \mathcal{X}_0 \). However, in the next chapter, we will show that this heuristic can be severely suboptimal, and demonstrate a novel approach that further exploits the SOS inequality relaxation to give an improved worst-case error bound.

2.4 Computational Cost

Consider the SOS program for certifying the dissipativity of uncertain rational polynomial systems, given by Program 2.15. The \( R + 1 \) SOS polynomials \( V \) and \( \sigma_i \) satisfying (2.8a) and (2.8b) define the decision variables of the semi-definite program constructed by SOSTOOLS. In particular, each of the decision polynomials \( V \) and \( \sigma_i \) has an associated matrix \( Q_V \) or \( Q_{\sigma_i} \), each of which will be constrained to be positive semi-definite. The number of decision variables contributed by each polynomial to the semi-definite formulation of Program 2.15 is simply the number of elements of \( Q_V \) or \( Q_{\sigma_i} \), [139]. Table 2.1 records the number of elements of the matrix \( Q \) for various variable dimensions and degrees of a generic SOS polynomial \( s \in \Sigma [x, u, \pi] \). Clearly the size
of the resulting SOS program grows extremely rapidly with both variable dimension and polynomial degree, and can quickly render the SOS program computationally intractable for high-dimensional systems with many inputs and many uncertain parameters.

Another source of computational cost is the dissipativity constraint (2.8c). This condition defines a further matrix $Q$ that is also constrained to be positive semi-definite. The size of $Q$, and hence the number of additional decision variables, is also given by Table 2.1. If the degree of the polynomial in (2.8c) is high then this can contribute an unmanageably large number of additional decision variables. For example, the common denominator $\psi \in \mathbb{R}[x, u, \pi]$ or the polynomials $\phi_i \in \mathbb{R}[x, u, \pi]$ used to construct the set estimate $\Phi$ may be of relatively high degree. These can therefore cause the SOSTOOLS approach to certifying dissipativity to become intractable even with relatively small values of $N + p + r$.

Finally, consider again the $R$ SOS multipliers $\sigma_i(x, u, \pi) \in \Sigma[x, u, \pi]$. The entries in Table 2.1 correspond to the computational cost contributed by each multiplier. We can assume that the number $R$ of $\phi_i$ used in the construction of $\Phi$ is approximately equal to the dimension of $\mathcal{D} \times \mathcal{U} \times \mathcal{P}$, such that $R \approx N + p + r$. For example, the state space $\mathcal{D}$ may be constrained to lie in the rectangular region defined by $\phi_j = (x_j - \bar{x}_j)(x_j - \bar{x}_j)$ for lower and upper bounds $x_j$ and $\bar{x}_j$ on each variable $x_j$, and similarly for $\mathcal{U}$ and $\mathcal{P}$. Then, as the dimension $N + p + r$ increases, the computational cost contributed by each $\sigma_i$ increases, but so too does the total number $R$ of multipliers. Hence, the number of decision variables increases even faster with $N$, $p$, or $r$ than indicated by Table 2.1.

Techniques that exploit the properties of a polynomial’s structure, such as sparsity or multipartite structure, in order to reduce the large size of the resulting SOS semi-definite problems have been implemented in SOSTOOLS [139, 143]. Note also that the approximation $\Phi$ for $\mathcal{D} \times \mathcal{U} \times \mathcal{P}$ can be formulated in a number of ways, by different choices of $\phi_i$. Indeed, an SOS optimisation approach is one method for the tight approximation of given sets [53]. Different constructions of $\Phi$ lead to trade-offs between the tightness of the approximation of $\mathcal{D} \times \mathcal{U} \times \mathcal{P}$, the number $R$ of polynomials (and therefore the number of multipliers $\sigma_i$), and the degrees of $\phi_i$. Careful use of these degrees of freedom may allow for significant computational savings.

Notwithstanding the importance of the degrees of each $g_i$, $\phi_i$, and $\psi$, a fundamental obstacle to the application of SOS programming methods as a computational tool for dissipativity analysis is the rapid increase in the number of decision variables as the total number of system dimensions, input channels and uncertain parameters $N + p + r$ grows. As described in Section 1.3, a key motivation for the decomposition of large-scale systems is to make the analysis of

<table>
<thead>
<tr>
<th>$N + p + r$</th>
<th>$\deg s = 2$</th>
<th>$\deg s = 4$</th>
<th>$\deg s = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
<td>25</td>
<td>81</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>196</td>
<td>1,156</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>729</td>
<td>6,889</td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>1,936</td>
<td>26,896</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>4,225</td>
<td>81,225</td>
</tr>
<tr>
<td>12</td>
<td>144</td>
<td>8,100</td>
<td>206,116</td>
</tr>
<tr>
<td>14</td>
<td>196</td>
<td>14,161</td>
<td>461,041</td>
</tr>
</tbody>
</table>

Table 2.1: Growth of number of decision variables associated with $s \in \Sigma[x, u, \pi]$ with increasing $\deg s$ and increasing dimension of $(x, u, \pi) \in \mathbb{R}^{N + p + r}$. The computational cost contributed by each $\sigma_i$ increases, but so too does the total number $R$ of multipliers. Hence, the number of decision variables increases even faster with $N$, $p$, or $r$ than indicated by Table 2.1.

Techniques that exploit the properties of a polynomial’s structure, such as sparsity or multipartite structure, in order to reduce the large size of the resulting SOS semi-definite problems have been implemented in SOSTOOLS [139, 143]. Note also that the approximation $\Phi$ for $\mathcal{D} \times \mathcal{U} \times \mathcal{P}$ can be formulated in a number of ways, by different choices of $\phi_i$. Indeed, an SOS optimisation approach is one method for the tight approximation of given sets [53]. Different constructions of $\Phi$ lead to trade-offs between the tightness of the approximation of $\mathcal{D} \times \mathcal{U} \times \mathcal{P}$, the number $R$ of polynomials (and therefore the number of multipliers $\sigma_i$), and the degrees of $\phi_i$. Careful use of these degrees of freedom may allow for significant computational savings.

Notwithstanding the importance of the degrees of each $g_i$, $\phi_i$, and $\psi$, a fundamental obstacle to the application of SOS programming methods as a computational tool for dissipativity analysis is the rapid increase in the number of decision variables as the total number of system dimensions, input channels and uncertain parameters $N + p + r$ grows. As described in Section 1.3, a key motivation for the decomposition of large-scale systems is to make the analysis of
In Chapter 7, we will adapt the theory described in this chapter to decompose the SOS dissipativity programs described in Section 2.3 into multiple, smaller programs, by seeking storage functions that reflect the particular structure of a large-scale system.

This chapter has briefly discussed recently established results that provide computational tools for dissipativity analysis. The following chapter will describe how these techniques can be used to compare the output trajectories of two dynamical systems. Thus, the trajectories of a large-scale model and its lower-dimensional approximation can be compared through semi-definite programming.
Reducing the dimension of an ODE model usually incurs error in the output trajectory; the best possible model reduction should incur least error across all possible initial conditions and inputs. This chapter applies the tools of SOS programming and dissipativity analysis, introduced in Chapter 2, to construct guaranteed \textit{a priori} upper bounds on the difference between the output trajectories of two autonomous dynamical systems across all allowed initial conditions. By comparing the outputs of a high dimensional model and a reduced model of lower dimension, this technique can be used to estimate the error incurred through the structured model order reduction of BRNs [150]. We will demonstrate the use of this technique for estimating the reduction error by applying it to a singularly perturbed model of enzyme kinetics. The comparison technique introduced in this chapter has a range of additional applications, allowing the effects of parametric perturbations, parametric uncertainty, or retroactivity to be quantified. A second example will illustrate the use of this technique to bound the effect of parametric perturbations of an uncertain system. The chapter will conclude with a preliminary description of how the computational estimation of reduction error can enable an algorithmic approach to systematic model order reduction, and a discussion of how to minimise the conservatism and computational burden of this approach.

3.1 Error Estimation

This chapter is primarily motivated by the model order reduction problem described in Section 1.2. The state \( x \) of an autonomous model \( \Gamma \) takes values \( x(t) \in \mathcal{D}_\Gamma \subseteq \mathbb{R}^N \) in a state space \( \mathcal{D}_\Gamma \) of dimension \( N \), while the state \( \tilde{x} \) of the reduced model \( \tilde{\Gamma} \) takes values \( \tilde{x}(t) \in \mathcal{D}_{\tilde{\Gamma}} \subseteq \mathbb{R}^{\tilde{N}} \) in a state space \( \mathcal{D}_{\tilde{\Gamma}} \) of reduced dimension \( \tilde{N} < N \). We define the error incurred by the reduction of \( \Gamma \) to \( \tilde{\Gamma} \) as the largest value over all possible initial conditions \( x_0 \) of the functional \( \Delta(\Gamma(x_0), \tilde{\Gamma}(\tilde{x}_0)) \) measuring the difference between the respective output trajectories \( y \) and \( \tilde{y} \). The model reduction problem is to select the reduced model so that the largest value of \( \Delta \) over all of the initial conditions \( x_0 \) and \( \tilde{x}_0 = \chi(x_0) \) is as small as possible.

This is a specific example of a more generic problem. Consider the two autonomous dynam-
ical systems

\begin{align*}
\text{Nominal model, } \Gamma & : \begin{cases}
\dot{x} = f(x, \pi), \\
y = h(x), \\
x(0) = x_0;
\end{cases} \\
\text{Perturbed model, } \bar{\Gamma} & : \begin{cases}
\dot{\bar{x}} = \bar{f}(\bar{x}, \bar{\pi}), \\
\bar{y} = \bar{h}(\bar{x}), \\
\bar{x}(0) = \bar{x}_0 = \chi(x_0),
\end{cases}
\end{align*}

(3.1)

for \( x \in \mathcal{X}_1 \subseteq \mathbb{R}^N_{\geq 0} \) and \( \bar{x} \in \mathcal{X}_1 \subseteq \mathbb{R}^\bar{N}_{\geq 0} \), where \( \bar{\cdot} \) denotes a perturbed model. The initial condition \( x_0 \) of the nominal model is assumed to take values in the initial condition set \( \mathcal{X}_{0,\Gamma} \). Note that the dynamics of the nominal and perturbed model depend on the vectors of parameters \( \pi \in \mathcal{P}_\Gamma \) and \( \bar{\pi} \in \mathcal{P}_{\bar{\Gamma}} \), where each of these sets allows for parametric uncertainty. Finally, assume also that for all \( x_0 \in \mathcal{X}_{0,\bar{\Gamma}} \) and all \( \pi, \bar{\pi} \in \mathcal{P}_\Gamma \), \( \mathcal{P}_{\bar{\Gamma}} \), each state \( x(t), \bar{x}(t) \to 0 \) as \( t \to \infty \).

A reduced model is a specific example of a perturbed model; in this thesis, such a perturbation will be called a \textit{structural perturbation}. Other possible perturbations include: \textit{parametric perturbations}, where \( \bar{N} = N \) and \( \bar{f} = f \), but one or more of the parameters \( \bar{\pi} \neq \pi \) are perturbed; \textit{parameter uncertainty}, where \( \mathcal{P}_1 = \{ \pi \} \) is not uncertain, but \( \mathcal{P}_{\bar{\Gamma}} \supset \mathcal{P}_1 \) is; \textit{retroactive effects}, where the form of the vector field \( \bar{f} \) is affected by a downstream system; and so on. For each type of perturbation, the dynamic response of the trajectory from a given initial condition \( x_0 \) is measured by \( \Delta(\Gamma(x_0), \bar{\Gamma}(\bar{x}_0)) \).

Notwithstanding these additional applications, the task of estimating \( \Delta(\Gamma(x_0), \bar{\Gamma}(\bar{x}_0)) \) will be called the \textit{error estimation} problem, reflecting model order reduction as the primary motivation of this chapter. Of course, given a particular initial condition and parameter vector, it may be possible for each system in (3.1) to be simulated and the error quantified. However, the dimension \( N \) of the model may be large, or the dynamics may exist at many timescales, such that simulation is impractical or inaccurate. Moreover, the initial conditions \( x_0 \) and parameters \( \pi, \bar{\pi} \) may vary across high-dimensional sets, requiring an impractically large number of simulations in order to find the worst-case value of \( \Delta(\Gamma(x_0), \bar{\Gamma}(\bar{x}_0)) \). However, the technique described below avoids simulation by producing an \textit{a priori} upper bound on the worst-case error from a single semi-definite program.

### 3.1.1 The error system

Assume for now that the perturbed system \( \bar{\Gamma} \) is given, and that neither system is uncertain (hence dropping the \( \pi, \bar{\pi} \) notation). The key to the comparison of the models in (3.1) is the construction of a corresponding \textit{error system}. The output of the error system is a trajectory that tracks the difference between the outputs of the nominal and perturbed models (i.e. the full and reduced models, in the case of model reduction) at each time point.

**Definition 3.1** For the two models given in (3.1), the \textit{error system} is

\begin{align*}
\dot{x} &= f(x), \\
\dot{\bar{x}} &= \bar{f}(\bar{x}), \\
y_e &= h(x) - \bar{h}(\bar{x}), \\
x_e(0)^T &= (x_0^T, \chi(x_0)^T) \in \mathcal{X}_0,
\end{align*}

(3.2a,b,c,d)
with state \( x_e^T = [x^T, \hat{x}^T] \) taking values \( x_e(t) \in \mathcal{D} \) for the state space \( \mathcal{D} = \mathcal{D}_f \times \mathcal{D}_f \subseteq \mathbb{R}^{N+\hat{N}} \). Following from the assumptions on (3.1), we assume that \( x_e(t) \to 0 \in \mathcal{D} \) as \( t \to \infty \) for all possible initial conditions \( x_e(0) \in \mathcal{X}_0 \).

The central theme of this chapter is the use of SOS programming for the error estimation problem. The following result is essentially a special case of Example 2.4 applied to the error system and therefore links dissipativity theory to the estimation of the error. Combined with the results of Chapter 2, this result is therefore the key to the computational technique for the error estimation problem.

**Proposition 3.2.** Suppose that a storage function \( V(x_e) \) exists, satisfying (2.2) and thereby certifying the dissipativity of the error system (3.2) with respect to the supply rate \( s(y_e) = -y_e^T y_e \). Fix an arbitrary initial condition \( x_e(0) = \{x_0, \chi(x_0)\} \in \mathcal{X}_0 \). Then the \( \mathcal{L}_2 \) norm of the error trajectory corresponding to this initial condition \( \|y - \tilde{y}\|_2 \) is finite, and satisfies

\[
\|y - \tilde{y}\|_2^2 \leq V(x_e(0)). \tag{3.3a}
\]

Furthermore, the worst-case error between the two systems is bounded above by the value of the storage function

\[
\max_{x_e(0) \in \mathcal{X}_0} \Delta(\Gamma(x_0), \tilde{\Gamma}(\tilde{x}_0)) = \max_{x_e(0) \in \mathcal{X}_0} \|y - \tilde{y}\|_2^2 \leq \max_{x_e(0) \in \mathcal{X}_0} V(x_e(0)), \tag{3.3b}
\]

maximised over the initial condition set \( x_e(0) \in \mathcal{X}_0 \). In fact, since \( x_e(0)^T = [x_0^T, \chi(x_0)^T] \), this quantity can be maximised over \( x_0 \in \mathcal{X}_{0,0} \).

**Proof.** The dissipativity of (3.2) implies that there exists a storage function \( V(x_e) \) such that (2.2) and thus equivalently (2.3) holds for any fixed, arbitrary \( x_e(0) \in \mathcal{X}_0 \). Substituting \( s(y_e) \) into (2.3) gives

\[
V(x_e(T_2)) \leq V(x_e(T_1)) - \int_{T_1}^{T_2} |y(t) - \tilde{y}(t)|^2 \, dt.
\]

As \( T_1 \to 0 \) and \( T_2 \to \infty \) we find that

\[
\int_0^{\infty} |y(t) - \tilde{y}(t)|^2 \, dt + V(0) \leq V(x_e(0)) \leq \max_{x_e(0) \in \mathcal{X}_0} V(x_e(0)), \tag{3.4}
\]

where \( x_e(T_2) \to 0 \) in the limit as \( T_2 \to \infty \), by assumption. Note also that (2.2) for \( s = -\theta_e y_e \) implies that \( \dot{V} \leq 0 \), and hence that \( V \) is a Lyapunov function for the error system with \( \text{argmin}(V) = 0 \). Hence we can assume without loss of generality that \( V(0) = 0 \). The result in (3.3a) follows from the first inequality in (3.4), and (3.3b) follows from the second.

Proposition 3.2 identifies the search for an upper bound on \( \|y - \tilde{y}\|_2^2 \) with the existence of a storage function certifying the dissipativity of the error system in Definition 3.1 with respect to \( s(y_e) = -\theta_e y_e \). In Chapter 2, SOS programming was applied to implement the search for a storage function as an optimisation program, in the case of rational polynomial dynamical systems. As described in Chapter 1, BRN models and their reductions usually fall into this category, and are therefore amenable to SOS programming techniques.
3.1.2 Fixed initial conditions

The following SOS program can be implemented in SOSTOOLS to construct an upper bound on the $L_2$ error incurred by a given model perturbation. For simplicity, we first assume that the set of initial conditions $\mathcal{X}_0 = \{x_e,0\}$ is a single vector. We also assume that the state space $\mathcal{D} \subseteq \mathbb{R}_{\geq 0}^{N+\tilde{N}}$ can be approximated by

$$\mathcal{D} \subseteq \left\{ x_e \in \mathbb{R}^{N+\tilde{N}} \mid \phi_i(x_e) \leq 0 \text{ for all } i = 1, \ldots, R \right\} = \Phi$$

for a finite collection of given polynomials $\phi_1, \ldots, \phi_R \in \mathbb{R}[x_e]$.

Program 3.3 Choose the $R+1$ polynomials $V, \sigma_i \in \mathbb{R}[x_e], \sigma_i(x_e) \in \Sigma[x_e], \sigma_i(x_e) \in \Sigma[x_e]$ subject to the constraints

$$V(x_e) \in \Sigma[x_e], \quad \sigma_i(x_e) \in \Sigma[x_e],$$

$$-\psi(x_e) \left[ y_e^T y_e + \nabla_x V \cdot f(x) + \nabla_{\tilde{x}} V \cdot \tilde{f}({\tilde{x}}) \right] + \sum_{i=1}^R \sigma_i(x_e) \phi_i(x_e) \in \Sigma[x_e],$$

where we assume that the common denominator $\psi(x_e) > 0$ of the rational polynomial dynamics is positive in $\mathcal{D}$, and $\nabla_x V$ denotes the partial Jacobian of $V(x_e) = V(x, \tilde{x})$ with respect to $x$ (and similarly for $\tilde{x}$).

This SOS program is a special case of Program 2.13. Hence, by application of Proposition 2.14, it returns a storage function $V$ that certifies the dissipativity of the error system with respect to $s(y_e) = -y_e^T y_e$. Furthermore, Proposition 3.2 implies that $\|y_e\|^2 \leq V(x_e,0)$. Since $V(x_e,0)$ is minimised by Program 3.3, the resulting SOS storage function $V$ supplies the tightest upper error bound $\|y_e\|^2 \leq V(x_e,0)$ possible for the output $y_e$ of the error system (3.2) from the fixed initial condition $x_e,0$.

3.1.3 Worst-case error

The formulation of Program 3.3 assumes that the initial conditions are fixed. However, suppose the set $\mathcal{X}_0$ of possible initial conditions is a strict superset of $\{x_e,0\}$. The largest value over $x_e(0) \in \mathcal{X}_0$ of the storage function $V(x_e(0))$ returned by Program 3.3 will not, in general, provide the tightest upper bound on the worst-case error. The objective in this case should instead be to minimise $\max_{x_e \in \mathcal{X}_0} V(x_e)$. As discussed in Section 2.3.4, one possible heuristic approach to this task is to adapt Program 3.3 to instead minimise $\text{trace}(Q_V)$, where $Q_V$ is the decision variable matrix used to define $V$ in the SOS expression $V(x_e) = z(x_e)^T Q_V z(x_e)$. Denote the resulting storage function $V_{tr}$. Once $V_{tr}$ has been returned, it is a further challenge to actually estimate the largest value of $V_{tr}$ in $\mathcal{X}_0$. We now consider an alternative approach to finding a storage function $V$ that simultaneously estimates and minimises the upper bound $\max_{x_e \in \mathcal{X}_0} V(x_e)$ on the worst-case error.

Recall the construction of the estimate $\mathcal{D} \subseteq \Phi$ above. The following SOS program is an adap-


Let lower-case letters correspond to concentrations, so that \( x(t), c(t), e(t), y(t) \) are the concentrations of the reactants \( (X, C, E, Y) \) at time \( t \). The dynamics of this network can be modelled in
the form of (1.2) as

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{c}(t) \\
\dot{e}(t) \\
\dot{y}(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 1 & 0 \\
1 & -1 & -1 \\
-1 & 1 & 1 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
k_1 x(t) e(t) \\
k_{-1} c(t) \\
k_2 c(t)
\end{bmatrix},
\]

with initial conditions \((x(0), c(0), e(0), y(0)) = (x_0, c_0, e_0, 0)\). Note that we can assume \(y(0) = 0\) without loss of generality, since the dynamics are independent of \(y(t)\).

Since this stoichiometry has rank(\(S\)) = 2, this system can be expressed as an ODE with state in \(\mathbb{R}^2_{\geq 0}\) without incurring any approximation error (see Section 4.3.1 for more details). There are two independent conservation relations: by summing the corresponding rows in \(S\), we find that \(\dot{c} + \dot{e} = 0\) and \(\dot{x} + \dot{c} + \dot{y} = 0\). The two conserved constants \(E_0 = c_0 + e_0\) and \(X_0 = x_0 + c_0\) are parameters that denote the total (i.e. free and bound) enzyme concentration and the total (initial) substrate concentration, respectively. Then we can write the enzyme kinetics example as a two-dimensional system with dynamics

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{c}(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 1 & 0 \\
1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
k_1 x(t) [E_0 - c(t)] \\
k_{-1} c(t) \\
k_2 c(t)
\end{bmatrix},
\]

and initial conditions \((x(0), c(0)) = (x_0, c_0)\), where the other two species have concentrations

\[
e(t) = E_0 - c(t),
\]

\[
y(t) = X_0 - x(t) - c(t).
\]

The state space \(\mathcal{D}_f\) of this system is constrained such that \(0 \leq c(t) \leq E_0\), and \(0 \leq x(t) \leq X_0 - c(t)\). For fixed \(X_0\), the set \(\mathcal{X}_{0,\Gamma}\) of initial conditions \((x_0, c_0) \in \mathcal{X}_{0,\Gamma} \subseteq \mathcal{D}_f\) is further constrained such that \(x_0 + c_0 = X_0\), hence parametrising the initial conditions as \((x_0, X_0 - x_0)\) for \(x_0 \in [(X_0 - E_0)^+, X_0]\). For all initial conditions, the state \((x, c) \to (0, 0)\) as time \(t \to \infty\). Thus, the trajectory of this system tracks the conversion of \(X_0\) units of (free and bound) substrate into \(X_0\) units of product, through the transient binding of \(E_0\) units of enzyme.

### 3.2.1 Quasi-steady state approximations

The enzyme dynamics network (3.7) with dynamics (3.8) is traditionally approximated using singular perturbation, employing various types of quasi-steady state approximation [116, 133, 205]. Theorem 1.1 (i.e. Tikhonov’s Theorem [108, 121]) is the underlying paradigm for singular perturbation. If a parameter \(\mu \ll 1\) can be extracted from the model such that the enzyme kinetics (3.8) can be written in the form of (1.5), then a reduction of the form (1.6) will be a good approximation, in the sense of having little error. Much of the debate about the best reduction of the enzyme kinetics model [175] can be characterised as ensuring that the dynamics \(f_1\) and \(f_2\) on the right-hand side of (1.5) are fully independent of the parameter \(\mu \ll 1\).

The classical approach to this problem assumes that the total enzyme concentration \(E_0\) is on a much smaller scale than the total substrate concentration \(X_0\). The parameter \(\mu = E_0/X_0 \ll 1\) can then be used in a non-dimensionalisation of the system, that results in a re-writing of
the dynamics in the scale-separated form (1.5). Reducing the non-dimensional system to (1.6) according to Tikhonov’s Theorem, and re-writing in the original dimensional terms again, gives the one-dimensional system

\[ \dot{\tilde{x}}(t) = -\frac{k_2E_0\tilde{x}(t)}{\tilde{x}(t) + K_m} \] (3.10a)

for constant \( K_m = (k_{-1} + k_2)/k_1 \), with the other species given by the algebraic relationship

\[ \tilde{c}(t) = \frac{E_0\tilde{x}(t)}{\tilde{x}(t) + K_m}, \] (3.10b)

and both \( \tilde{e}(t) \) and \( \tilde{y}(t) \) found by replacing \( x \) and \( c \) with \( \tilde{x} \) and \( \tilde{c} \) in (3.9) above. The reduction (3.10) is known as the standard quasi-steady state approximation, or sQSSA. For more details on this reduction, see [133].

The assumption of \( E_0 \ll X_0 \) for the sQSSA implies that \( c \) is a much faster variable than \( x \) and therefore quickly equilibrates, resulting in the expression (3.10b). An alternative approach is to consider the case where \( x \) is the fast variable, and \( c \) is slow. This is known as the reverse QSSA (rQSSA, [180]), and results in the reduced one-dimensional model given by

\[ \dot{\tilde{c}}(t) = -k_2\tilde{c}(t) \] (3.11a)

with the other species given by

\[ \tilde{x}(t) = K \left( \frac{\tilde{c}(t)}{E_0 - \tilde{c}(t)} \right), \text{ for } K = \frac{k_{-1}}{k_1}, \] (3.11b)

where for \( \tilde{x}(t) \) to be well-defined we have to ensure that \( \tilde{c}(t) < E_0 \). The initial condition of the reduced model is set to \( \tilde{c}(0) = E_0X_0/(E_0 + X_0 + K) \), independently of \( (x_0, c_0) \). Note that, again, both \( \tilde{e}(t) \) and \( \tilde{y}(t) \) can be found by substituting \( x \) and \( c \) with \( \tilde{x} \) and \( \tilde{c} \) in (3.9) above.

A third approximation approach is known as the total QSSA, or tQSSA. This is justified by the observation that it is often reactions which can be classified as fast or slow, rather than species [116, 151, 152]. In the case of the tQSSA, it is assumed that the total concentration \( \xi = x + c \) is the slow variable, and that \( c \) is fast. The resulting approximation [28, 48, 205] is given by the dynamics

\[ \dot{\xi}(t) = -k_2\xi(t) \] (3.12a)

with the initial condition \( \xi(0) = X_0 \) and \( \xi \) approximated by

\[ \xi(t) = \frac{E_0\tilde{c}(t)}{E_0 + K_m + \tilde{c}(t)}. \] (3.12b)

Each initial condition \( (x_0, X_0 - x_0) \in \mathcal{X}_{0,1} \) for the original model always results in the same initial condition \( \mathcal{X}_{0,1} = \{X_0\} \) for the tQSSA dynamics. The substrate concentration \( \tilde{x}(t) = \tilde{\xi}(t) - \tilde{c}(t) \) can be deduced, and again we can apply (3.9) to find \( \tilde{e}(t) \) and \( \tilde{y}(t) \). Further to these reductions, Chapter 5 will provide an expression for the approximated dynamics in the case where the variable \( c(t) \) is neither fast nor slow.

Consider the four parameter vector values \( \pi_i, i = 1, 2, 3, 4 \), given in Table 3.1. Figure 3.1 depicts, for each \( \pi_i \) and for the fixed initial condition with \( x_0 = X_0 \), the trajectory of \( x \) and the
Comparing $x$ and $\tilde{x}$ trajectories with parameters $\pi_i$ from full model $\tilde{x}$ from sQSSA $\tilde{x}$ from rQSSA $\tilde{x}$ from tQSSA

Figure 3.1: Simulations of enzyme kinetics. The solid curve tracks the trajectory of $x$ simulated by the full model (3.8). The broken curves track the trajectories of $\tilde{x}$ simulated by the QSSA-reduced models (3.10), (3.11), and (3.12). Parameters $\pi_i$ and estimated error norms $\|x - \tilde{x}\|_2$ are given in Table 3.1. Simulations were carried out using the MATLAB ODE solver ode45.
three trajectories $\tilde{x}$ of each QSSA reduction. Clearly the validity of each reduction, in terms of the simulated errors $\|x - \tilde{x}\|^2$, varies with the parameter values. There has been a great deal of work to determine the various regions of parameter space in which each of the three varieties of QSSA listed above are valid [48, 175, 205]. In the rest of this section, we will apply the computational techniques for error bounding to compare each reduction (3.10), (3.11), and (3.12) with the full-scale model (3.8).

3.2.2 Error quantification

This section describes the use of SOS programming to compare the trajectories $x$ and $\tilde{x}$ in the nominal model and each of the three reduced models. Table 3.1 records simulations of the error for fixed initial conditions and parameter values. As described in Section 3.1, the comparison can instead be carried out by SOS programming. We first consider the example in this section with fixed initial conditions and parameters, as a proof of principle. Section 3.2.3 will proceed to demonstrate the value of the SOS approach by finding a worst-case error across all initial conditions without the need for exhaustive simulation.

The first step is to identify each of the error systems corresponding to the full and QSSA-reduced model by substituting (3.8) and each of (3.10), (3.11), and (3.12) into (3.2). Second, the dynamics of each error system are substituted into Program 3.3 to return $V$ satisfying Proposition 3.2.

<table>
<thead>
<tr>
<th></th>
<th>$\pi_1$</th>
<th>$\pi_2$</th>
<th>$\pi_3$</th>
<th>$\pi_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_0$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$E_0$</td>
<td>0.1</td>
<td>0.1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$k_1$</td>
<td>2</td>
<td>20</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>$k_{-1}$</td>
<td>2</td>
<td>20</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>$k_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Simulated $|x - \tilde{x}|^2$</td>
<td>0.0078</td>
<td>0.0153</td>
<td>0.0465</td>
<td>0.0906</td>
</tr>
<tr>
<td>sQSSA</td>
<td>9.3864</td>
<td>7.0340</td>
<td>0.3527</td>
<td>0.1639</td>
</tr>
<tr>
<td>rQSSA</td>
<td>0.0013</td>
<td>0.0017</td>
<td>0.0118</td>
<td>0.0082</td>
</tr>
</tbody>
</table>

Table 3.1: Fixed parameter values and squares of simulated error on applying QSSA model reduction. The values of $\|x - \tilde{x}\|^2$ were estimated from the simulated trajectories in Figure 3.1 using MATLAB function `trapz`, evaluated on the vector of time and states output from `ode15s`. 

The first step is to identify each of the error systems corresponding to the full and QSSA-reduced model by substituting (3.8) and each of (3.10), (3.11), and (3.12) into (3.2). Second, the dynamics of each error system are substituted into Program 3.3 to return $V$ satisfying Proposition 3.2.
3.2.2.1 sQSSA

Consider the state \( x_e = (x, c, \tilde{x})^T \) with dynamics

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{c}(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 1 & 0 \\
1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
k_1 x(t) (E_0 - c(t)) \\
k_{-1} c(t) \\
k_2 c(t)
\end{bmatrix},
\]

(3.13a)

\[
\dot{\tilde{x}}(t) = -\frac{k_2 E_0 \tilde{x}(t)}{\tilde{x}(t) + K_m},
\]

(3.13b)

\[
y_e(t) = x(t) - \tilde{x}(t)
\]

(3.13c)

\[
x_e(0) = (X_0, 0, X_0)^T,
\]

(3.13d)

where the state takes values \( x_e(t) \in \mathcal{D} \subseteq \Phi \) bounded by the estimate \( \Phi = \{ x_e : \phi_i(x_e) \leq 0 \} \) for the polynomials

\[
\phi_1(x_e) = x(x + c - X_0),
\]

(3.13e)

\[
\phi_2(x_e) = c(c - E_0),
\]

(3.13f)

\[
\phi_3(x_e) = \tilde{x} (\tilde{x} - X_0).
\]

(3.13g)

This error system is used to construct the following SOS program.

**Program 3.6** Minimise \( V(X_0, 0, X_0) \) over the four polynomials \( V, \sigma_i \in \mathbb{R}[x, c, \tilde{x}] \), for \( i = 1, \ldots, 3 \), subject to the SOS conditions

\[
V(x_e) \in \Sigma[x_e],
\]

(3.14a)

\[
\sigma_i(x_e) \in \Sigma[x_e],
\]

(3.14b)

\[
- (\tilde{x} + K_m) \left[(x - \tilde{x})^2 + \frac{\partial V}{\partial x} (k_{-1} c - k_1 x(E_0 - x)) + \frac{\partial V}{\partial c} (k_1 x(E_0 - x) - (k_{-1} + k_2) c) \right]
\]

\[
\frac{\partial V}{\partial \tilde{x}} \left[k_2 E_0 \frac{\tilde{x}}{\tilde{x} + K_m} \right] + \sum_{i=1}^{3} \sigma_i(x_e) \phi_i(x_e) \in \Sigma[x_e],
\]

(3.14c)

where \( \phi_i \) for \( i = 1, 2, 3 \) are given in (3.13).

\[\diamondsuit\]

3.2.2.2 rQSSA

Consider the state \( x_e = (x, c, \tilde{c})^T \) with dynamics

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{c}(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 1 & 0 \\
1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
k_1 x(t) (E_0 - c(t)) \\
k_{-1} c(t) \\
k_2 c(t)
\end{bmatrix},
\]

(3.15a)

\[
\dot{\tilde{c}}(t) = -k_2 \tilde{c}(t),
\]

(3.15b)

\[
y_e(t) = x(t) - \frac{k_{-1}}{k_1} \left( \frac{\tilde{c}(t)}{E_0 - \tilde{c}(t)} \right)
\]

(3.15c)

\[
x_e(0) = (X_0, 0, C_0)^T,
\]

(3.15d)
for the parameter-dependent value
\[
C_0 = \frac{E_0 X_0}{E_0 + X_0 + (k_{-1}/k_1)}
\]
of the initial condition \( \tilde{c}(0) \). Here the state takes values \( x_e(t) \in \mathcal{D} \subseteq \Phi \) bounded by the polynomial estimate \( \Phi = \{ x_e \mid \phi_i(x_e) \leq 0 \} \) for the polynomials
\[
\begin{align*}
\phi_1(x_e) &= x(x + c - X_0), \\
\phi_2(x_e) &= c(c - E_0), \\
\phi_3(x_e) &= \tilde{c}(\tilde{c} - C_0).
\end{align*}
\]

This error system is used to construct the following SOS program.

**Program 3.7** Minimise \( V(X_0, 0, C_0) \) over the four polynomials \( V, \sigma_i \in \mathbb{R}[x, c, \tilde{c}] \), for \( i = 1, \ldots, 3 \), subject to the SOS conditions
\[
\begin{align*}
V(x_e) &\in \Sigma\{x_e\}, \\
\sigma_i(x_e) &\in \Sigma\{x_e\}, \\
-(E_0 - \tilde{c})^2 \left[ x - \frac{k_{-1} \tilde{c}}{k_1(E_0 - \tilde{c})} \right]^2 + \frac{\partial V}{\partial x} \left( k_{-1} c - k_1 x(E_0 - x) \right) \\
+ \frac{\partial V}{\partial c} \left( k_1 x(E_0 - x) - (k_{-1} + k_2) c \right) - \frac{\partial V}{\partial \tilde{c}} k_2 \tilde{c} \\
+ \sum_{i=1}^{3} \sigma_i(x_e) \phi_i(x_e) &\in \Sigma\{x_e\},
\end{align*}
\]
where \( \phi_i \) for \( i = 1, 2, 3 \) are given in (3.15).  

### 3.2.2.3 tQSSA

Consider the state \( x_e = (x, c, \tilde{\xi})^T \) with dynamics
\[
\begin{align*}
\begin{bmatrix} \dot{x}(t) \\ \dot{c}(t) \end{bmatrix} &= \begin{bmatrix} -1 & 1 & 0 \\ 1 & -1 & -1 \end{bmatrix} \begin{bmatrix} k_1 x(t) \mid E_0 - c(t) \mid k_{-1} c(t) \mid k_2 c(t) \end{bmatrix}, \\
\dot{\tilde{\xi}}(t) &= -\frac{k_2 E_0 \tilde{\xi}(t)}{E_0 + K_m + \tilde{\xi}(t)}, \\
y_e(t) &= x(t) - \left( \tilde{\xi}(t) - \frac{E_0 \tilde{\xi}(t)}{E_0 + K_m + \tilde{\xi}(t)} \right), \\
x_e(0) &= (X_0, 0, X_0)^T,
\end{align*}
\]
where the state takes values $x_e(t) \in \mathcal{D} \subseteq \Phi$ bounded by the polynomial estimate $\Phi = \{x_e \mid \phi_i(x_e) \leq 0\}$ for the polynomials

\begin{align}
\phi_1(x_e) &= x(x + c - X_0), \\
\phi_2(x_e) &= c(c - E_0), \\
\phi_3(x_e) &= \tilde{\xi}(\tilde{\xi} - X_0).
\end{align}

This error system can be used to construct the following SOS program.

**Program 3.8** Minimise $V(X_0, 0, X_0)$ over the four polynomials $V, \sigma_i \in \mathbb{R}[x, c, \tilde{\xi}]$, for $i = 1, \ldots, 3$, subject to the SOS conditions

\begin{align}
V(x_e) &\in \Sigma[x_e], \\
\sigma_i(x_e) &\in \Sigma[x_e], \\
- (E_0 + K_m + \tilde{\xi})^2 \left[ x - \tilde{\xi} + \frac{E_0 \tilde{\xi}}{E_0 + K_m + \tilde{\xi}} \right]^2 + \frac{\partial V}{\partial x} (k_{-1}c - k_1 x(E_0 - x)) + \frac{\partial V}{\partial c} (k_1 x(E_0 - x) - (k_{-1} + k_2)c) - \frac{\partial V}{\partial \tilde{\xi}} \left( \frac{k_2 E_0 \tilde{\xi}}{E_0 + K_m + \tilde{\xi}} \right) &+ \sum_{i=1}^{3} \sigma_i(x_e) \phi_i(x_e) &\in \Sigma[x_e],
\end{align}

where $\phi_i$ for $i = 1, 2, 3$ are given in (3.17).

### 3.2.2.4 Results

Each of the SOS programs above has been implemented in SOSTOOLS. The code for a function that returns the upper bound on the sQSSA error, given a fixed parameter vector and a fixed $\text{deg } V$, can be found in Appendix A. The results of applying the SOS method to the error bound estimation can be seen in Table 3.2. These results are comparable to the $a\ posteriori$ bounds found through simulation recorded in Table 3.1.

It can be seen from these results that increasing the degree of the storage function being sought has the effect of increasing the dimension of the SOS program, and therefore increases the required computation time. However, the resulting bound from a higher-degree $V$ is often more precise than a lower-degree $V$. In fact, the estimates of the error $\|x - \tilde{x}\|^2$ given in Table 3.1 are not necessarily exact values, or even lower bounds, due to numerical imprecision of the MATLAB function $\text{trunc}$. Hence, the SOS bounds given in Table 3.2 can in some cases give tighter upper bounds on the error than those in Table 3.1.

Importantly, by being able to quantify the error incurred by a reduction, we have a more precise definition of that reduction’s validity. It is well-known [133] from Tikhonov’s theorem that, for example, the sQSSA becomes more valid as $E_0 / X_0$ approaches zero. However, comparing the results in the top part of Table 3.2 for $\pi_1$ and $\pi_2$ demonstrate that the same ratio of $E_0 / X_0$ can produce twice the value of $\|x - \tilde{x}\|^2$, depending on the other parameter values\footnote{The sQSS reduction of [180] uses the alternative small parameter $E_0/(K_m + X_0)$ in a different non-dimensionalisation and reduction. The value of $K_m$ decreases from 1.5 at $\pi_1$ to 1.05 at $\pi_2$, suggesting that the sQSSA becomes less valid under this different non-dimensionalisation.}. Therefore a
more practical definition of a reduction’s validity should be based on whether the incurred error is guaranteed to be below a pre-determined threshold value. Note also that we may prefer to judge the validity of the reduction based on the errors of other output trajectories, such as $\|c - \tilde{c}\|$ or $\|y - \tilde{y}\|$, which is likely to change any conclusions about each reduction’s validity.

## 3.2.3 Worst-case error

The preceding section considers the case where the nominal model has fixed initial conditions $(x_0, c_0) = (X_0, 0)$. However, when defining this system we assumed that the initial conditions could take values $(x_0, X_0 - x_0)$ for values of $x_0 \in [(X_0 - E_0)^+, X_0]$. Each model reduction technique maps this initial condition to its own initial condition in a specific way: sQSSA has the initial condition $\tilde{x}(0) = x_0$; rQSSA has the initial condition $\tilde{c}(0) = \frac{E_0 x_0}{E_0 x_0 + (X_0 - x_0) / \kappa_1}$; and tQSSA has the initial condition $\tilde{\xi}(0) = X_0$.

As discussed in Section 3.1.3, by allowing the initial conditions $x_0(0) \in X_0$ to vary, a heuristic approach to optimising the upper bound

$$\max_{x_0(0)} \|x - \tilde{x}\|^2 \leq \max_{x_0(0)} V(x_0(0))$$

is given by Program 3.4. We will consider, for concreteness, the sQSSA case with parameter values given by $\pi_1$. The estimate of $X_0 \subseteq \Theta = (x_0 | \theta_1 \leq 0, \theta_2 = \theta_3 = 0)$ is defined by the polynomials

$$\theta_1(x_0) = (x - (X_0 - E_0^+))(x - X_0),$$

$$\theta_2(x_0) = x + c - X_0,$$

$$\theta_3(x_0) = \tilde{x} - x.$$

These polynomials can be used to construct the following example of Program 3.4.

**Program 3.9** Find the constant $B^2$ and 7 polynomials $V, \sigma, \tau, j \in \mathbb{R}[x_0]$ for $i, j = 1, 2, 3$, such that $B^2$ is minimised subject to the constraints (3.14), together with

$$\tau_1(x_0) \in \Sigma [x_0], \tag{3.19a}$$

$$B^2 - V(x_0) + \sum_{j=1}^{3} \tau_j(x_0) \theta_j(x_0) \in \Sigma [x_0]. \tag{3.19b}$$

The minimal value of $B^2$ computed by Program 3.9 with parameters $\pi_1$ is 0.0545, and we can conclude that $\|x - \tilde{x}\|^2 \leq 0.0545$ for all values of $x_0 \in [0.9, 1]$. Denote the resulting storage function by $V^*$. The values $V^*(x_0(0))$ are depicted in Figure 3.2 for initial conditions $x_0(0) = (x_0, X_0 - x_0, x_0)$ for varying $x_0 \in [0.9, 1]$. Also in this figure is a plot of the degree 4 storage function $V$ found by Program 3.6, which was optimised for $x_0 = X_0$. The bound $B^2 = 0.0545$ on the worst-case error found by Program 3.9 is clearly a tighter bound than $\max_{x_0 \in [0.9, 1]} V(x_0, X_0 - x_0, x_0) \approx 0.422$. However, for fixed values of $x_0 \approx X_0$, the upper bound given by $V(x_0, X_0 - x_0, x_0)$ is tighter than that given by $V^*(x_0, X_0 - x_0, x_0)$. The other plot depicted in Figure 3.2 is the storage function $V^*$ found by maximising trace($Q_V$) subject to (3.14), which is a widely-used heuristic for optimising stor-
Figure 3.2: Plotting the upper bound values $V(x_e(0))$ as $x_0 \in [X_0 - E_0, X_0]$ varies, for three different valid storage functions, constructed respectively through Program 3.6, Program 3.9, and an adaptation of Program 3.6 to minimise trace($Q_V$). Each black point corresponds to an individual simulation of the error for 100 chosen values of $x_0 \in [0.9, 1]$.

### 3.3 Example: Parameter Sensitivity

The previous section demonstrated how to use SOS programming to bound the error incurred by the reduction of an enzyme kinetics model. However, the theory of Section 3.1 is applicable to more types of model perturbation than model order reduction. In this section, we consider the response of an output trajectory to a \textit{parametric} perturbation.

Consider the toy BRN consisting of $M = 3$ reactions with $N = 5$ reactants: protein precursors $P_1$ and $P_2$; protein polypeptides $E_1$ and $E_2$; and the final product, the protein dimer $E$. For $i = 1, 2$, the reactions are

\[
P_i \xrightarrow{\alpha_i} E_i, \]
\[
E_1 + E_2 \xrightarrow{\alpha_{12}} E,
\]

where the parameters $\alpha_1$, $\alpha_2$ and $\alpha_{12}$ define the reaction rates. The model's dynamics can be written in the form of (1.2) as

\[
\begin{bmatrix}
\dot{p}_1(t) \\
\dot{p}_2(t) \\
\dot{e}_1(t) \\
\dot{e}_2(t) \\
\dot{e}(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
1 & 0 & -1 \\
0 & 1 & -1 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\alpha_1 p_1(t) \\
\alpha_2 p_2(t) \\
\alpha_{12} e_1(t) e_2(t)
\end{bmatrix},
\]

(3.20)
with initial conditions \( \{p_1(0), p_2(0), e_1(0), e_2(0), e(0)\} = (A_1, A_2, 0, 0, 0) \) for the fixed parameters \( A_1 \) and \( A_2 \). As in the previous example, the conservation relations of this system can be used to rewrite (3.20) in three dimensions as

\[
\begin{bmatrix}
\dot{p}_1(t) \\
\dot{p}_2(t) \\
\dot{\eta}(t)
\end{bmatrix}
=
\begin{bmatrix}
-\alpha_1 p_1(t) \\
-\alpha_2 p_2(t) \\
\alpha_{12}(A_1 - A_{12} - p_1(t) - \eta(t))(A_2 - A_{12} - p_2(t) - \eta(t))
\end{bmatrix},
\tag{3.21}
\]

where \( A_{12} = \min(A_1, A_2) \). This system has initial conditions \( \{p_1(0), p_2(0), \eta(0)\} = (A_1, A_2, -A_{12}) \) and zero steady state. The originally-modelled concentrations can be retrieved by the relations

\[
\begin{align*}
A & = \frac{\eta}{p_1}, \\
2 & = \frac{\eta}{p_2}, \quad \text{and zero steady state.}
\end{align*}
\]

The conserved relations of this system can be used to

\[
\alpha_{12}(A_1 - A_{12} - p_1(t) - \eta(t))(A_2 - A_{12} - p_2(t) - \eta(t))
\]

3.3.1 Parametric perturbation

Assume that all of the parameters of the nominal and perturbed model are known. In terms of (3.1), \( \mathcal{P}_1 \) and \( \mathcal{P}_\pi \) are each singleton sets of parameter vectors \( \pi \neq \bar{\pi} \). We can now bound the response of this model to a parametric perturbation by constructing the error system given by Definition 3.1, with perturbed dynamics of the form (3.21) but replacing each \( \alpha_i \) with \( \bar{\alpha}_i \). The SOS program corresponding to these parameters is as follows.

**Program 3.10** Minimise \( V(A_1, A_2, -A_{12}, A_1, A_2, -A_{12}) \) over the set of 7 polynomials \( V, \sigma_i \in \mathbb{R}[x_e] \) for \( i = 1, \ldots, 6 \), mapping the state \( x_e = (p_1, p_2, \eta, \tilde{p}_1, \tilde{p}_2, \tilde{\eta}) \) to \( \mathbb{R} \), that satisfy the SOS conditions

\[
V(x_e) \in \Sigma[x_e], \tag{3.22a}
\]

\[
\sigma_i(x_e) \in \Sigma[x_e], \tag{3.22b}
\]

\[
-[(\eta - \bar{\eta})^2 - \alpha_1 \frac{\partial V}{\partial p_1} p_1 - \alpha_2 \frac{\partial V}{\partial p_2} p_2 - \bar{\alpha}_1 \frac{\partial V}{\partial \tilde{p}_1} \tilde{p}_1 - \bar{\alpha}_2 \frac{\partial V}{\partial \tilde{p}_2} \tilde{p}_2]
\]

\[
+ \alpha_{12} \frac{\partial V}{\partial \eta} (p_1 + \eta + A_{12} - A_1)(p_2 + \eta + A_{12} - A_2)
\]

\[
+ \bar{\alpha}_{12} \frac{\partial V}{\partial \bar{\eta}} (\tilde{p}_1 + \bar{\eta} + A_{12} - A_1)(\tilde{p}_2 + \bar{\eta} + A_{12} - A_2)
\]

\[
+ \sum_{i=1}^{6} \sigma_i(x_e) \phi_i(x_e) \in \Sigma[x_e], \tag{3.22c}
\]

for the polynomials \( \phi_i \) defining the estimate \( \mathcal{D} \subseteq \Phi = \{x_e \mid \phi_i(x_e) \leq 0 \ \forall i\} \) given by

\[
\begin{align*}
\phi_1(x_e) &= p_1(p_1 + \eta + A_{12} - A_1), & \phi_4(x_e) &= \tilde{p}_1(\tilde{p}_1 + \bar{\eta} + A_{12} - A_1), \\
\phi_2(x_e) &= p_2(p_2 + \eta + A_{12} - A_2), & \phi_5(x_e) &= \tilde{p}_2(\tilde{p}_2 + \bar{\eta} + A_{12} - A_2),
\end{align*}
\]

\[
\phi_3(x_e) = \eta(\eta + A_{12}), & \quad \phi_6(x_e) = \bar{\eta}(\bar{\eta} + A_{12}).
\]

The resulting \( V(A_1, A_2, -A_{12}, A_1, A_2, -A_{12}) \) is an upper bound on \( \|e - \bar{e}\|^2 \).

For concreteness, take \( A_1 = 1 \) and \( A_2 = 2 \), so that \( A_{12} = 1 \); also set the nominal parameters \( \alpha_1 = \alpha_2 = \alpha_{12} = 1 \), and the perturbed parameters \( \bar{\alpha}_1 = 2 \), leaving \( \bar{\alpha}_2 = \alpha_2 \) and \( \bar{\alpha}_{12} = \alpha_{12} \) unperturbed. We have implemented this program in SOSTOOLS. The resulting bound on the output response (i.e. error) is \( \|e - \bar{e}\|^2 \leq 0.02994 \), searching over \( \deg(V) = 4 \) and \( \deg(\sigma_i) = 4 \). This compares to the error estimate \( \|e - \bar{e}\|^2 \approx 0.0300 \) found by simulation of the system. The semi-definite
program associated with Program 3.10 has dimension 11,992 and takes 47.96 seconds to complete. When all parameters are fixed, simulation is clearly a faster approach for finding error in this case. The following section considers the case where the reaction parameter $\alpha_{12} = \tilde{\alpha}_{12}$ is uncertain.

### 3.3.2 Perturbation and uncertainty

Now consider the model (3.21) where the equal parameters $\alpha_{12} = \tilde{\alpha}_{12}$ take an uncertain value $\alpha_{12} \in [\underline{\alpha}_{12}, \bar{\alpha}_{12}]$. Assume that all of the other parameter values remain the same as above, including the perturbation of $\alpha_1 = 1$ to $\tilde{\alpha}_1 = 2$. The extension of Program 3.10 to account for uncertainty follows the form given in Section 2.3.3, where the uncertain parameter is an auxiliary variable. The resulting SOS program is as follows, for the fixed parameter values $\alpha_1 = \tilde{\alpha}_2 = \bar{\alpha}_2 = 1$, $\tilde{\alpha}_1 = 2$, and $(A_1, A_2) = (1, 2)$.

**Program 3.11** Minimise $V(1, 2, -1, 1, 2, -1)$ over the set of 8 polynomials $V \in \mathbb{R}[x_e]$ and $\sigma_i \in \mathbb{R}[x_e, \alpha_{12}]$ for $i = 1, \ldots, 7$, satisfying the SOS conditions

$$V(x_e) \in \Sigma[x_e],$$  

$$\sigma_i(x_e, \alpha_{12}) \in \Sigma[x_e, \alpha_{12}],$$

$$- \left[ (\eta - \tilde{\eta})^2 - \frac{\partial V}{\partial p_1} p_1 - \frac{\partial V}{\partial p_2} p_2 - 2 \frac{\partial V}{\partial \tilde{p}_1} \tilde{p}_1 - \frac{\partial V}{\partial \tilde{p}_2} \tilde{p}_2 + \alpha_{12} \frac{\partial V}{\partial \eta} (p_1 + \eta)(p_2 + \eta - 1) + \alpha_{12} \frac{\partial V}{\partial \tilde{\eta}} (\tilde{p}_1 + \tilde{\eta})(\tilde{p}_2 + \tilde{\eta} - 1) \right]$$

$$+ \sum_{i=1}^{7} \sigma_i(x_e, \alpha_{12}) \phi_i(x_e, \alpha_{12}) \in \Sigma[x_e, \alpha_{12}],$$

where the polynomials $\phi_i$ for $i = 1, \ldots, 6$, as defined in Program 3.10 above, and

$$\phi_7(x_e, \alpha_{12}) = (\alpha_{12} - \underline{\alpha}_{12})(\alpha_{12} - \bar{\alpha}_{12}),$$

together define the estimate of $\mathcal{D} \times \mathcal{P} \subseteq \Phi = \{(x_e, \alpha_{12}) \mid \phi_i \leq 0 \forall i = 1, \ldots, 7\}$. ♣

We implemented this program in SOSTOOLS, taking $\underline{\alpha}_{12} = 1$ and $\bar{\alpha}_{12} = 10$, and searching over $\text{deg}(V) = 4$ and $\text{deg}(\sigma_i) = 4$ for $i = 1, \ldots, 7$. The resulting semi-definite program is in 24,256 dimensions, and takes just under 3 minutes to complete. The optimal value of $V(1, 2, -1, 1, 2, -1)$ is equal to 0.0817. Hence, independently of the value of the parameter $\alpha_{12} \in [1, 10]$, the error in the trajectory of the concentration of $E$ incurred by doubling the rate of the reaction $P_1 \rightarrow E_1$ from $\alpha_1 = 1$ to $\tilde{\alpha}_1 = 2$ is bounded above such that $\|e - \tilde{e}\|^2 \leq 0.0817$. Figure 3.3 compares this bound to 100 simulated estimates of the error for varying values of $\alpha_{12}$ in the allowed range. Thus, a single SOS program can certify an upper bound on the worst-case error for a widely-varying parameter value. As in the previous example, this result can be also extended to consider the worst-case error over varying initial conditions.
Table 3.2: Upper bounds $V(x_e(0))$ on square of error $\|x - \tilde{x}\|^2$ incurred applying sQSSA, rQSSA, and tQSSA model reduction, calculated using SOSTOOLS according to Programs 3.6, 3.7, and 3.8 respectively, with $\text{deg}(\phi_i) = 4$. The code used to produce the sQSSA results can be found in Appendix A.

<table>
<thead>
<tr>
<th>sQSSA Reduction</th>
<th>$\text{deg}(V) = 4$</th>
<th>$\text{deg}(V) = 6$</th>
<th>$\text{deg}(V) = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_1$</td>
<td>0.0094 (1.02 s)</td>
<td>0.0084 (2.22 s)</td>
<td>0.0075 (7.13 s)</td>
</tr>
<tr>
<td>$\pi_2$</td>
<td>0.0174 (1.25 s)</td>
<td>0.0155 (2.72 s)</td>
<td>0.0153 (7.37 s)</td>
</tr>
<tr>
<td>$\pi_3$</td>
<td>0.0464 (1.00 s)</td>
<td>0.0464 (2.26 s)</td>
<td>0.0464 (7.86 s)</td>
</tr>
<tr>
<td>$\pi_4$</td>
<td>0.0889 (1.14 s)</td>
<td>0.0891 (2.51 s)</td>
<td>0.0890 (7.47 s)</td>
</tr>
<tr>
<td>Dimension</td>
<td>781</td>
<td>1685</td>
<td>4265</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>rQSSA Reduction</th>
<th>$\text{deg}(V) = 4$</th>
<th>$\text{deg}(V) = 6$</th>
<th>$\text{deg}(V) = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_1$</td>
<td>9.3817 (2.16 s)</td>
<td>9.3707 (4.00 s)</td>
<td>9.3741 (10.95 s)</td>
</tr>
<tr>
<td>$\pi_2$</td>
<td>7.0400 (2.13 s)</td>
<td>7.0273 (3.92 s)</td>
<td>7.0283 (11.21 s)</td>
</tr>
<tr>
<td>$\pi_3$</td>
<td>0.3526 (2.20 s)</td>
<td>0.3525 (3.32 s)</td>
<td>0.3525 (10.38 s)</td>
</tr>
<tr>
<td>$\pi_4$</td>
<td>0.1643 (2.01 s)</td>
<td>0.1640 (3.33 s)</td>
<td>0.1640 (10.79 s)</td>
</tr>
<tr>
<td>Dimension</td>
<td>1405</td>
<td>2870</td>
<td>7081</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>tQSSA Reduction</th>
<th>$\text{deg}(V) = 4$</th>
<th>$\text{deg}(V) = 6$</th>
<th>$\text{deg}(V) = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_1$</td>
<td>0.0014 (1.17 s)</td>
<td>0.0012 (3.36 s)</td>
<td>0.0016 (9.26 s)</td>
</tr>
<tr>
<td>$\pi_2$</td>
<td>0.0018 (1.80 s)</td>
<td>0.0016 (3.17 s)</td>
<td>0.0018 (9.27 s)</td>
</tr>
<tr>
<td>$\pi_3$</td>
<td>0.0132 (2.38 s)</td>
<td>0.0118 (3.20 s)</td>
<td>0.0118 (10.39 s)</td>
</tr>
<tr>
<td>$\pi_4$</td>
<td>0.0088 (1.92 s)</td>
<td>0.0082 (3.22 s)</td>
<td>0.0083 (9.81 s)</td>
</tr>
<tr>
<td>Dimension</td>
<td>1405</td>
<td>2597</td>
<td>6640</td>
</tr>
</tbody>
</table>

Figure 3.3: This plot compares 100 simulations of the error $\|e - \tilde{e}\|^2$, for the varying parameter values $\alpha_{12} \in [1,10]$, with the upper bound on the worst case error given by $V(x_e(0)) = 0.0817$ found by Program 3.11. Here $\alpha_1 = \alpha_2 = \tilde{\alpha}_2 = 1$, the perturbed parameter $\tilde{\alpha}_1 = 2$, and the initial condition parameters are $A_1 = 1$, and $A_2 = 2$. 
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3.4 Discussion

In this chapter we have described how to employ the SOS implementation of dissipativity analysis to estimate the response of an autonomous system’s output trajectory to two types of perturbation: the structural perturbation of model order reduction, and parametric perturbation. Each of these cases was illustrated with an example. In the first of these, we used SOS programming to bound the error incurred by three alternative methods for the quasi-steady state approximation of enzyme kinetics. Each of these candidate QSSA methods has been justified analytically as being more or less valid in particular parameter regions [28, 205]. However, given a particular vector of parameters and a range of initial conditions, we can instead quantify a reduction’s validity computationally in terms of a guarantee on the worst-case output error incurred. Our method gives an a priori estimate of the worst case error, thereby allowing us to evaluate the validity of each type of QSSA without requiring exhaustive simulation.

The calculation of the worst-case error across a set of possible initial conditions $X_0$ and/or parameter values $P$ is a key benefit of the SOS technique. Rather than producing a large number of simulations of a system, where each simulation corresponds to a distinct choice of $(x_e(0), \pi, \tilde{\pi})$ in $X_0 \times P$, a single SOS program can produce a constant $B^2$ that is a guaranteed upper bound on the error in output trajectories across all $(x_e(0), \pi, \tilde{\pi})$ in $X_0 \times P$. Thus, for this technique to be beneficial, running Program 3.4 should be faster than carrying out the set of distinct simulations required by a sufficiently fine gridding of $X_0 \times P$. Section 3.4.3 discusses the issue of computation speed in more detail.

In traditional QSSA reduction analysis, as described in Section 3.2.1, the reduction is based on the existence of a small parameter, so that the dynamics can be expressed in terms of the timescale-separated dynamics in (1.5). Theorem 1.1 states that the solutions of the full and reduced ODEs converge as the small parameter $\mu$ approaches zero [108]. Thus, if $\mu$ is ‘small enough’, the reduction is a close approximation. However, the ‘small enough’ criterion can only be evaluated relative to the scales of the other parameters. We saw in Section 3.2.2 that for the same small value of $E_0/X_0$, different parameter values gave different errors. Hence a more quantitative approach, which evaluates the error in the trajectory of a particular output of importance, is going to supply a more precise answer to whether Tikhonov’s Theorem applies or not in any given parameter regime.

Section 3.4.1 discusses the potential application of SOS error bounding for the development of an automated, algorithmic approach to model order reduction based on error minimisation. After this, Sections 3.4.2 and 3.4.3 consider the issues of conservatism and computational burden associated with the model order reduction of large-scale, uncertain autonomous systems.

3.4.1 Error-based model reduction algorithm

Suppose we intend to reduce a large-scale ODE model $\Gamma$ of a biomolecular reaction network, of dimension $N$, by constructing a reduced model $\tilde{\Gamma}$ of dimension $\tilde{N} \ll N$. Recall the derivation of singularly-perturbed dynamics given in Section 1.2.2. The key question is how to write the dynamics of $\Gamma$ as (1.5), and hence define $\tilde{\Gamma}$ by (1.6).

Consider a partition of the state vector $\tilde{x}^T = (\tilde{x}^T, \hat{x}^T)$ where $\tilde{x} \in \mathbb{R}^{\tilde{N}}$. By partitioning the rows of the stoichiometric matrix into $S^T = [\tilde{S}^T, \hat{S}^T]$ conformally with $(\tilde{x}^T, \hat{x}^T)$, the reduced dynamics
are
\[ \dot{x} = \tilde{S}v(\tilde{x}, \phi(\tilde{x})) \] (3.24a)

where \( \phi(\tilde{x}) \) is the solution to
\[ 0 = \tilde{S}v(\tilde{x}, \phi(\tilde{x})) \] (3.24b)

and takes values in \( \mathbb{R}^{N-N} \). We can then compare the output \( y = h(x) \) of the large-scale system with the output \( \tilde{y} = h(\tilde{x}, \phi(\tilde{x})) \). Assume that the initial conditions \( \tilde{x}(0) \) also correspond to the partition \( x(0)^T = (\tilde{x}(0)^T, \hat{x}(0)^T) \).

We define the task of a model reduction algorithm as the optimal selection of which \( \tilde{x} \) to keep in \( \tilde{x} \). There are \( \binom{N}{\tilde{N}} \) possible selections, which rapidly increases for large-scale values of \( N \). Thus, it can quickly become impractical to choose the best components to include by computationally evaluating the error incurred through all possible selections. Note also that this approach is fairly restrictive; in tQSSA, for example, we do not select a single state from \((x, c)\) to keep in \( \tilde{x} \), but instead use \( \tilde{x} = (\xi) \) for a linear combination \( \xi = x + c \) of the original states. Nevertheless, for now we consider the limited case of selecting \( x_i \) from \( x \) to use in \( \tilde{x} \).

A more promising approach to designing a model order reduction algorithm may be to use a greedy algorithm that sequentially reduces a large-scale system by discarding only one state at each step [8]. The state discarded is the state where we can guarantee the worst-case error to be smallest, applying the SOS error bounding technique introduced in this chapter. If there is a pre-determined error tolerance \( E^2 > 0 \), this algorithm can also discard as many states as possible while guaranteeing the eventual error bound \( \| y - \tilde{y} \|^2 \leq E^2 \). Consider the algorithm adapted from [8] given below. Its inputs are the large-scale system \( \Gamma \) with dynamics \( \dot{x} = Sv(x) \), and an error threshold \( E^2 \). Its outputs are the reduced system \( \tilde{\Gamma} \) of dimension \( \tilde{N} \) such that \( \max \| y - \tilde{y} \|^2 \leq E^2 \).

**Algorithm 3.12 (Model Reduction)**

1. Set \( n := N, r := 1 \)
2. Set \( S^{(r)} := S, v^{(r)} := v \)
3. For \( i = 1 : n \)
   3.1 Define \( \Gamma^{(r)} \) by dynamics \( \dot{x} = S^{(r)}v^{(r)}(x) \) for \( x \in \mathbb{R}^n \).
   3.2 Define \( \tilde{S}^{(r)}_j = (S^{(r)}_k) \) and \( \tilde{S}^{(r)}_j = (S^{(r)}_k)_{k \neq j} \) for rows \( S^{(r)}_k \) of \( S^{(r)} \).
   3.3 Define \( \tilde{\Gamma}^{(r)}_i \) by dynamics (3.24) for stoichiometries \( \tilde{S}^{(r)}_i \) and \( \tilde{S}^{(r)}_j \).
   3.4 Find an upper bound \( \epsilon^{(r)}_i \) on the worst-case error between \( \Gamma^{(r)}_i \) and \( \tilde{\Gamma}^{(r)}_i \).
   3.5 Loop
   4. If \( \min \epsilon^{(r)}_i \leq E^2 \)
      4.1 Set \( j := \arg \min \epsilon^{(r)}_i \)
      4.2 Set \( S^{(r+1)} := \tilde{S}^{(r)}_j \)
      4.3 Define \( \Phi : \mathbb{R}^{n-1} \to \mathbb{R} \) to solve \( 0 = \tilde{S}^{(r)}_j v^{(r)}(x, \phi(x)) \)
      4.4 Set \( v^{(r+1)} : \mathbb{R}^{n-1} \to \mathbb{R} \) with \( v^{(r+1)}(x) := v^{(r)}(x, \phi(x)) \).
      4.5 Set \( E^2 := E^2 - \epsilon^{(r)}_j \geq 0 \)
      4.6 Set \( n := n - 1, r := r + 1 \)
      4.7 Go to 3
5. Else return \( \tilde{\Gamma} = \Gamma^{(r)} \) of dimension \( \tilde{N} = n \)
6. End
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The greediness of this algorithm is a result of the assumption that the best way to discard \( k \) states is to sequentially remove the \( k \) states whose removal at each stage gives minimal error. However, it is not immediately clear that this heuristic is optimal, since states may interact in such a way that the removal of two or more at once incurs far less error than that which can be estimated by their sequential removal. Furthermore, this entire approach is based on discarding a state according to the QSSA paradigm (3.24). There may be many other ways to discard a state; for example, by assuming it is much slower than the other states and thereby setting it to be constant. Finally, as mentioned above, using linear or nonlinear combinations of states in the reduced model may result in much less error. These issues are likely to inform the potential directions of future research into more sophisticated algorithmic approaches to model order reduction based on error minimisation.

3.4.2 Conservatism and slack

Figures 3.2 and 3.3 show how the error bound \( V(x_e(0)) \) found by a single SOS program compares to a large number of simulations across an entire range of initial conditions and uncertain parameter values. In each of these cases, it is clear there is some conservatism in the bound, depending on the specific SOS program used to construct \( V \). The following result shows that the source of this gap is the slack caused by constraining the state and parameter space \( \mathcal{D} \times \mathcal{P} \subseteq \Phi \) according to the technique in Section 2.3.

**Proposition 3.13.** Consider \( V \) and \( \sigma_i \) given by Program 3.3. Define the slack \( h(x_e) \) as a function of the trajectory \( x_e(t) \) by

\[
h(x_e) = -\sum_{i=1}^{R} \sigma_i(x_e) \phi_i(x_e) \psi(x_e) \geq 0, \tag{3.25}
\]

which is non-negative for \( x_e \in \mathcal{D} \subseteq \Phi = \{x_e | \phi_i(x_e) \leq 0\} \). For a fixed initial condition \( x_e(0) \in \mathcal{X}_0 \), the gap between the actual error \( \|y - \tilde{y}\|^2 \) and the upper bound on the error \( V(x_e(0)) \) is bounded below such that

\[
V(x_e(0)) - \|y - \tilde{y}\|^2 \geq \int_0^\infty h(x_e(t)) \, dt = H(x_e(0)) \geq 0.
\]

**Proof.** The SOS inequality (3.5c) implies that

\[
-[(y - \tilde{y})^2 + V(x_e)] \geq h(x_e).
\]

Integrating this inequality over \( t \in [0, \infty) \) gives the required result. \( \square \)

In the case of the sQSSA example of Figure 3.2, each of the three storage functions \( V^*, V, \) and \( V_{tr} \) depicted satisfies (3.14c), and has an associated slack \( h(x_e) \) and resulting gap \( H(x_e(0)) \).

In the case of fixed initial conditions \( x_e(0) \), minimising \( V(x_e(0)) \) will have the effect of minimising \( H(x_e(0)) \). Hence, the storage function \( V \) found through Program 3.6 and shown in Figure 3.2 should ensure that \( H(X_0, 0, X_0) \) is minimal. Indeed, Figure 3.2 shows almost no gap between the simulated error \( \|x - \tilde{x}\|^2 \) and the upper bound \( V(X_0, 0, X_0) \), which means that \( H(x_e(0)) \big|_{x_0 = X_0} \approx 0 \). This in turn implies that \( h(x_e(t)) \approx 0 \) along the trajectory initialised from \( x_0 = X_0 \). The red curve in Figure 3.4 plots the trajectory of \( h(x_e(t)) \), for the multipliers \( \sigma_i \) given by Program 3.6. Clearly \( h = 0 \) for all \( t \). Thus, the SOS program has optimised the multipliers \( \sigma_i \) such that the
trajectory of the error system’s state $x_e$ takes values $x_e(t)$ in the kernel $\{x_e \in D \mid h(x_e) = 0\}$ of the slack function $h$.

However, consider the distinct trajectory with initial condition parameter $x_0 = X_0 - E_0$. The slack function $h(x_e(t))$ associated with $V$ is no longer close to zero along this trajectory, as shown by the blue curve in Figure 3.4. Hence the total slack $H(x_e(0))$ is significantly larger than zero, causing $V(x_e(0))$ to be a much more conservative bound for this second initial condition.

In the case of parameter uncertainty, the slack $h(x_e, \pi)$ can be defined similarly to (3.25), with additional $\pi$ dependence. The storage function $V(x_e)$ used to create Figure 3.3 has been constructed by Program 3.11 to minimise $V(x_e(0))$ for a given, fixed initial condition. However, there is a significant gap between this bound and the simulated errors for each value of $\alpha_{12}$. In this case, we can conclude that the total slack $H(x_e(0), \alpha_{12})$ defined by the SOS multipliers $\sigma_i$ given by Program 3.11 is always positive for each value of $\alpha_{12} \in [1, 10]$. For example, when $\alpha_{12} = 5$, the value of $\phi_7(x_e, 5) = -20$ over the entire trajectory. Hence $H(x_e(0), 5) \geq 20 \int_0^\infty \sigma_7(x_e, 5) \, dt$. For a non-zero multiplier $\sigma_7$, this necessarily results in a positive value for the slack $H(x_e(0), 5)$.

Clearly, to improve the quality of the upper error bounds found through SOS programming, we must attempt to reduce the maximum size of the slack $H(x_e(0), \pi)$ over the set $D_0 \times D$ of initial conditions and uncertain parameters. The slack $H(x_e(0), \pi)$ is zero, and hence the estimate $V(x_e(0))$ is at its tightest, if the trajectory of the error system state takes values $x_e(t)$ in the kernel of $h(x_e, \pi)$. An important area of further work will be to exploit an analysis of the form of $h$ to choose the multiplier forms $\sigma_i$ and $\tau_j$, the domain-constraining polynomials $\phi_i$ and $\theta_j$, and a more appropriate objective function, so that the optimisation programs given by Program 3.3 or
Program 3.4 can find the tightest possible error bound $V(x_e(0))$ or $B^2$.

### 3.4.3 Scaling

Consider the following BRN, combining the two examples in Sections 3.2 and 3.3 and an additional reaction to give $M = 7$ reactions on $N = 10$ reactants, such that

$$P_i \xrightarrow{\alpha_i} E_i, \quad (3.26a)$$
$$E_1 + E_2 \xrightarrow{\alpha_{12}} E, \quad (3.26b)$$
$$X + E \xrightarrow{\beta_1} \frac{\beta_2}{\beta_{-1}} Y + E, \quad (3.26c)$$
$$Y + K \xrightarrow{\beta_3} Z, \quad (3.26d)$$

for $i = 1, 2$. Here, the enzyme $E$ is constructed from precursors $P_1$ and $P_2$. The enzyme is used to catalyse the production of the product protein $Y$ from substrate protein $X$. Finally, the product $Y$ is activated by $K$ to the active form $Z$. As before, the concentrations of these species are denoted by lowercase letters. The dynamics of this system are written in the form of (1.2) as

$$\begin{bmatrix}
\dot{p}_1 \\
\dot{p}_2 \\
\dot{e}_1 \\
\dot{e}_2 \\
\dot{x} \\
\dot{c} \\
\dot{y} \\
\dot{k} \\
\dot{z}
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 1 & 1 & 0 \\
0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\alpha_1 p_1 \\
\alpha_2 p_2 \\
\alpha_{12} e_1 e_2 \\
\beta_1 x e \\
\beta_{-1} c \\
\beta_2 c \\
\beta_3 y k
\end{bmatrix}. \quad (3.27)$$

We assume that the initial conditions are fixed such that $p_1(0) = A_1$, $p_2(0) = A_2$, $x(0) = X_0$, $y(0) = Y_0$, and $k(0) = K_0$, with all other initial conditions $e_1(0) = e_2(0) = e(0) = c(0) = z(0) = 0$. As in the previous examples, a number of conservation relations apply, which eventually allow these dynamics to be written as a 6 dimensional ODE system.

Suppose we wish to bound the response of the trajectory of $z$ to the parametric perturbation of $\alpha_1 = 1$ into $\bar{\alpha}_1 = 2$. A SOS program can be formulated that, when solved, produces a storage function $V$ to bound the response of the system output to this perturbation. The state $x_e = (x, \dot{x})$ of the error system takes values in 12-dimensional space. A SOS polynomial $V \in \Sigma$ of degree 6 in 12 variables has 206,116 associated decision variables. It takes SOSTOOLS 50 minutes simply to initialise this many decision variables into memory. Computation on a semi-definite program of this size is, clearly, not possible.

This example illustrates the fact that, as mentioned in Section 2.4, a major issue with the use of SOS programming for the dissipativity analysis of ODE systems is the rapid increase in problem dimension as the number of state components grows. In general, the error system associated with perturbing an $N$-dimensional system into an $\bar{N}$-dimensional system is of dimension
$N + \tilde{N}$. The typical motivation for model reduction is that $N$, and hence $N + \tilde{N}$, is impractically large. This means that, when applying the SOS methods described in this chapter to the model reduction of large-scale systems, the resulting SOS program is likely to be of unmanageably high dimension. The effect of high dimensionality is exacerbated in the presence of parametric uncertainty. Since the uncertain parameters require additional auxiliary variables to be introduced to the SOS program, they add extra state variables to the problem, compounding the effect of high dimensionality.

When applied to many systems analysis tasks, the decomposition of large-scale systems is a promising strategy for overcoming the problems of high dimensionality and computational overload. A natural approach to the dimensionality problem identified above is to decompose the SOS programming approach to dissipativity analysis by exploiting the system’s structure. In the remainder of this thesis, we seek to develop methods for the structural analysis and decomposition of BRNs. The application of the decomposition techniques to the problems introduced in this chapter will be discussed in Chapter 7. There we will show that dissipativity-based error estimation of a large-scale BRN through SOS programming can be made much more tractable by exploiting its layered structure, introduced in the next chapter.
Chapter 4

Layered Reaction Networks

As discussed in Section 1.3, model decomposition is a common technique used to simplify the simulation, analysis, and control of large-scale systems. This chapter introduces a new framework for the decomposition of large-scale BRN models into interconnected subsystems, which we term *layers*. This approach is distinct from established, modular decomposition methods in that each subsystem may contribute to the dynamics of all reactants. The input–output behaviour of each layer is shown to be independent of the other layers in the network. After defining a layered decomposition, we begin to consider how to uncover the layered structure of a BRN, paying particular attention to ensuring that the layers of a stable, large-scale network are stable subsystems. The task of detecting a layered structure within a BRN will provide the motivation for Chapter 5 and Chapter 6.

4.1 Modular Networks

Decomposition is a typical approach used in Systems Biology for overcoming the complexity of BRN models by exploiting their structure. The concept of *modules* forms a widely-accepted decomposition framework. In modular decompositions, subsystems are defined by simultaneously partitioning the sets $S = \{X_1, \ldots, X_N\}$ and $R = \{R_1, \ldots, R_M\}$ of species $X_i$ and reactions $R_j$ respectively into $L$ subsets $S_l \subset S$ and $R_l \subset R$. For each $l = 1, \ldots, L$, the pair $(S_l, R_l)$ together define a module, where the concentrations $x_j(t)$ of species $X_j \notin S_l$ are external inputs into module $l$ [167]. There are two problems associated with modular decomposition. The first is to identify the correspondence between modules and their biological interpretation. The second is illustrated by the following example, which demonstrates that modules may not have well-defined dynamics because they do not directly model interconnection effects.

**Example 4.1** Consider the following gene transcription cascade

\[
\begin{align*}
U + G_X & \xrightleftharpoons[k_{X,OFF}]{k_{X,ON}} (U : G_X) \xrightarrow{k_X} X \xrightarrow{\delta_X}, \\
X + G_Y & \xrightleftharpoons[k_{Y,OFF}]{k_{Y,ON}} (X : G_Y) \xrightarrow{k_Y} Y \xrightarrow{\delta_Y},
\end{align*}
\]

(4.1a) (4.1b)

describing how an externally-controlled protein $U$ acts as a promoter of the gene $G_X$, the product of which is the promoter $X$ of the downstream gene $G_Y$, the product of which is $Y$. The time-
varying concentration \( u(t) \) of \( U \) is an input to this BRN, and the concentration \( y(t) \) of \( Y \) is the output. The corresponding species and reaction sets are

\[
\mathcal{S} = \{ G_X, (U : G_X), X, G_Y, (X : G_Y), Y \},
\]
\[
\mathcal{R} = \{ R_{k_{X,ON}}, R_{k_{X,OFF}}, R_{k_Y}, R_{s_X}, R_{k_{Y,ON}}, R_{k_{Y,OFF}}, R_{k_Y}, R_{s_Y} \},
\]

where \( U \) is considered to be external to the network, and is therefore not included in \( \mathcal{S} \).

Each line of (4.1) suggests a natural modular decomposition of this network into \( L = 2 \) gene transcription modules, defined by the partition \( \mathcal{S}_1 = \{ G_X, (U : G_X), X \} \) with \( \mathcal{S}_2 = \mathcal{S} \setminus \mathcal{S}_1 \), and \( \mathcal{R}_1 = \{ R_{k_{X,ON}}, R_{k_{X,OFF}}, R_{k_Y}, R_{s_X} \} \) with \( \mathcal{R}_2 = \mathcal{R} \setminus \mathcal{R}_1 \). The first module is given by

\[
G_X \xrightarrow{k_{X,ON}u(t)} \left( U : G_X \right) \xrightarrow{k_X} X \xrightarrow{\delta_X}.
\]  

(4.2a)

with input \( u(t) \) representing the concentration of an external variable. The output \( x(t) \) of module (4.2a) is the external input to the second module

\[
G_Y \xrightarrow{k_{Y,ON}x(t)} \left( X : G_Y \right) \xrightarrow{k_Y} Y \xrightarrow{\delta_Y}.
\]  

(4.2b)

with output \( y(t) \).

Assume for simplicity that the concentrations of \( G_X \) and \( G_Y \) are constant, and incorporate their proportional effect into the new parameters \( \hat{k}_{X,ON} = k_{X,ON}G_X \) and \( \hat{k}_{Y,ON} = k_{Y,ON}G_Y \). The isolated dynamics of \((U : G_X)\) and \( X \) in module (4.2a) are

\[
\dot{c}_X(t) = \hat{k}_{X,ON} u(t) - k_{X,OFF} c_X(t) - k_X c_X(t),
\]  

(4.3a)

\[
\dot{x}(t) = k_X c_X(t) - \delta_X x(t),
\]  

(4.3b)

where \( c_X \) represents the concentration of bound gene \((U : G_X)\).

When the modules are interconnected together, such that \( x(t) \) forms the input to the downstream module (4.2b), the downstream module has dynamics

\[
\dot{c}_Y(t) = \hat{k}_{Y,ON} x(t) - k_{X,OFF} c_Y(t) - k_X c_Y(t),
\]  

(4.4a)

\[
\dot{y}(t) = k_Y c_Y(t) - \delta_Y y(t).
\]  

(4.4b)

However, the trajectory of \( x(t) \) in the interconnected system is not the same as the trajectory given by the isolated dynamics (4.3b). If the interconnected dynamics of \( x(t) \) are directly derived from the model (4.1), then the correct version of (4.3b) is

\[
\dot{x}(t) = k_X c_X(t) - \delta_X x(t) + \left[ k_{Y,OFF} c_Y(t) - \hat{k}_{Y,ON} x(t) \right].
\]  

(4.5)

The mechanism of the module interconnection is such that \( X \) reversibly binds with \( G_Y \) to form the complex \((X : G_Y)\). Thus, although the modular formulation appears to imply a cascade from the \( X\)-module to the \( Y\)-module, the dynamics of \( x \) upon interconnection change to depend on the downstream variable \( c_Y(t) \) and downstream parameters \( \hat{k}_{Y,ON} \) and \( k_{Y,OFF} \), as shown in (4.5). Hence the module dynamics need to be remodelled when interconnected with another module;
the module is not well-defined. This example illustrates the phenomenon of\textit{ retroactivity} [55, 56, 83].

The\textit{ modularity} of a given reaction network is a concept which describes how well it decomposes into modules. It is negated by nonlinear interaction effects between modules such as those caused by retroactivity, introduced in Example 4.1 above, together with crosstalk in signalling pathways [21, 126, 171], cell burden [50, 185], and so on. These effects cause a module to behave differently when integrated with a larger system. In the following section we will present a novel framework for decomposing a BRN, where the input–output behaviour of each resulting subsystem is always the same, regardless of which other subsystems it is connected with.

### 4.2 Decomposing Layered Networks

The modular decomposition of a BRN simultaneously partitions the reaction set $\mathcal{R}$ and species set $\mathcal{S}$ into subsets, each pair of which defines a module. Hence (without loss of generality) the state vector $x^L = \{x^1_l, \ldots, x^L_l\}$ is partitioned into $L$ components, and the dynamics of each component $x^l_j$ is given by module $l$. Our approach is to instead replicate the state vector $x \in \mathbb{R}^N$ into multiple state vectors $x^l \in \mathbb{R}^N$ for $l = 1, \ldots, L$, each of which is the state of a subsystem, called a layer, defined as follows.

\textbf{Definition 4.2} Consider the BRN model (1.2) with initial conditions $x(0) = x_0$. Suppose that the stoichiometric matrix $S$ can be written as a sum of $L \in \mathbb{N}$ matrices $S^l$ for $l = 1, \ldots, L$ such that $S = S^1 + S^2 + \cdots + S^L$. Define the $L$ layered states $x^l$ taking values $x^l(t) \in \mathbb{R}^N$ with dynamics

$$
\dot{x}^l(t) = S^l v(x^1(t) + x^2(t) + \cdots + x^L(t))
$$

(4.6)

for each $l = 1, 2, \ldots, L$. The initial conditions of each layered state $x^l$ are $x^l(0) = x^{0,l}$, for arbitrary vectors $x^{0,l} \in \mathbb{R}^N$ chosen to satisfy the condition $x_0 = \sum_{l=1}^L x^{0,l}$. Note that the layer index is in superscript to distinguish it from the module index in subscript.

\textbf{Proposition 4.3.} The sum of the layers’ states $X(t) = \sum_{l=1}^L x^l(t)$ follows the same trajectory as the state $x$ of the original system (1.2).

\textit{Proof.} The dynamics (4.6) can be written $\dot{x}^l = S^l v(X(t))$. Summing the dynamics for $l = 1, \ldots, L$ gives $\dot{X}(t) = Sv(X(t))$, with initial conditions $X(0) = \sum x^{0,l} = x_0$. Since $X$ has the same dynamics and initial conditions as $x$, they therefore have the same trajectory. \qed

Each layer’s state vector $x^l$ takes values $x^l(t) \in \mathbb{R}^N$. The component values $x^l_i(t)$ of each layer’s state quantify the contribution of layer $l$ to the total concentration $x_i(t)$ of species $X_i$, for $i = 1, \ldots, N$, at time $t$. While biochemical constraints mean that the total concentrations $x_i(t) \geq 0$ are non-negative, the values of the layered state components $x^l_i(t)$ may be negative.

In Definition 4.2, the initial conditions $x_0$ can be distributed arbitrarily across the decomposition to the initial conditions $x^{0,l}$ of each layer’s state. It can be assumed that there is a ‘zero’ layer, or ‘initial condition layer’, with state $x^0$, stoichiometric matrix $S^0 = 0$, and initial conditions $x^{0,l} = x^{0}$.

This definition implies that $x^0(t) \equiv x_0$ for all $t$. By defining each of the other layers’ initial
conditions $x^l_0 = 0$ for $l = 1, \ldots, L$, then the layered dynamics (4.6) are re-written as

$$\dot{x}^l(t) = S^l v(x_0 + \sum_{i=1}^L x^i(t))$$

for $l = 1, \ldots, L$. The state is recovered by the sum $x(t) = x_0 + \sum_{i=1}^L x^i(t)$.

Decomposing a system into a collection of overlapping subsystems has been previously investigated in the context of linear systems [18, 96] and nonlinear ecological networks [95]. In the latter, the state vectors of the subsystems are defined such that certain components take part in the dynamics of more than one subsystem. The dynamics and interactions of the subsystems are defined so that the components which take part in multiple subsystems have exactly the same trajectory in each. This is distinct from our strategy of letting $x^l_t \neq x^k_t$ in general. In the context of BRNs, there has also been recent work using overlapping subsystems in the context of model validation [115] and the composition of synthetic biomolecular components [135].

Each layer's dynamics (4.7) can also be written as

$$\dot{x}^l(t) = S^l v(x_0 + x^l(t) + u^l(t)),$$

where the external input $u^l(t) = \sum_{k \neq l} x^k(t)$ denotes the aggregated contribution of all the other layers. The dynamics of each $x^l$, in general, depend on any of the other layers’ states $x^k$, $k \neq l$. Nevertheless, the input–output behaviour of each layer does not change in the context of the other layers. Although the trajectory of layer $l$ will be affected by the presence of layer $k \neq l$, this is due to the input $u^l$; the dynamics (4.8) remain unaffected. Hence, unlike modules, layers are well-defined subsystems.

To emphasise the distinction between layered and modular decomposition, recall that the latter is defined by a simultaneous partition of the species $\mathcal{S} = \{X_1, \ldots, X_N\}$ and reactions $\mathcal{R} = \{R_1, \ldots, R_M\}$ into $L$ pairs of sets $(\mathcal{S}_l, \mathcal{R}_l)$ for $l = 1, \ldots, L$. In terms of the stoichiometry $S$, each module can be modelled with dynamics $\dot{x}_i = S_l v_l(x_1, \ldots, x_L)$ for the stoichiometric matrices $S_l$ defined by deleting the rows $i$ and columns $j$ from $S$ with $X_i \notin \mathcal{S}_l$ and $R_j \notin \mathcal{R}_l$. Without loss of generality, suppose that the species and reaction indices are ordered such that $\mathcal{S}_l = \{X_{i_0}, X_{i_1}, \ldots, X_{i_L}\}$ and $\mathcal{R}_l = \{R_{j_0}, R_{j_1}, \ldots, R_{j_L}\}$ for the increasing sequences $0 = i_0 < i_1 < \cdots < i_L = N$ and $0 = j_0 < j_1 < \cdots < j_L = M$. This definition of the modular stoichiometry $S_l$ corresponds to taking the $l$th block along the diagonal of $S$, as shown in the top row of Figure 4.1. The entries of $S$ that are not contained in these blocks are neglected by the modular decomposition. The decomposition in [32], which the authors also refer to as a layered decomposition, is a modular decomposition of a block diagonal $S$. In that case, the modular approach will not neglect any elements of $S$; we will show below that the layered and modular decompositions of a block-diagonal $S$ coincide.

**Continued (Example 4.1, ctd)** The distinction (for non-block diagonal $S$) between layered and modular decompositions can be demonstrated using the BRN in Example 4.1 above. Assume for simplicity that the input $u(t) \equiv u$ is constant. The dynamics of the interconnected gene tran-
Figure 4.1: Schematic comparing modular decomposition (top row) with layering by flux (middle row) and layering by species (bottom row). The coloured areas denote where stoichiometric coefficients from $S$ are used in each $S^l$; white space denoted $0$ corresponds to all-zero entries.
The partitions \( \{ R_1, R_2 \} \) and \( \{ S_1, S_2 \} \) chosen in Section 4.1 correspond to taking the two \( 2 \times 4 \) blocks along the diagonal of \( S \) as the modules’ stoichiometric matrices. This neglects the non-zero elements \( S_{2,5} \) and \( S_{2,6} \). Retroactivity is therefore to be expected, since some of the interconnected system dynamics are not included in either of the modules.

We can now demonstrate the layered decomposition of this stoichiometry, according to Definition 4.2. We have not discussed how best to choose the set of layered stoichiometric matrices \( S_l \), subject to the constraint \( S = \sum_{l=1}^{L} S_l \). Nevertheless, one possible choice for a decomposition of the system into \( L = 2 \) layers is given by

\[
S^1 + S^2 = \begin{pmatrix}
1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
+ \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
\end{pmatrix}.
\]

The dynamics of layer 1, written in full, are

\[
\begin{pmatrix}
\dot{c}_X(t) \\
\dot{x}(t) \\
\dot{c}_Y(t) \\
\dot{y}(t)
\end{pmatrix}
= \begin{pmatrix}
1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
k_{X,ON}u \\
k_{X,OFF}c_X(t) \\
k_Xc_X(t) \\
k_X \delta x(t) \\
k_{Y,ON}x(t) \\
k_{Y,OFF}c_Y(t) \\
k_Yc_Y(t) \\
k_Y \delta y(t)
\end{pmatrix}.
\]

with a similar expression (replacing \( S^1 \) with \( S^2 \)) for layer 2, and zero initial conditions for both. The zero rows of \( S^1 \) and \( S^2 \) imply that \( \dot{c}_Y = \dot{y} = \dot{c}_X = 0 \). Since the initial values of these three
Figure 4.2: Three simulations of the trajectory $x(t)$, for parameters $k_i = \delta_i = 1$ and initial conditions $x(0) = [0,0,0,0]^T$. The black solid line is the trajectory of $x(t)$ given by (4.9); the broken lines are the layered contributions $x^1(t)$ and $x^2(t)$ from (4.11) that each sum to give $x(t)$.

variables are zero, the layered dynamics simplify to

$$
\begin{bmatrix}
\dot{c}_X^1(t) \\
\dot{x}^1(t)
\end{bmatrix} = \begin{bmatrix} 1 & -1 & -1 & 0 \\ 0 & 0 & 1 & -1 \end{bmatrix} \begin{bmatrix}
\dot{k}_{X,\text{ON}}u \\
k_{X,\text{OFF}}c_X^1(t) \\
k_Xc_X^1(t) \\
\delta_X(x^1(t) + x^2(t))
\end{bmatrix},
$$

(4.11a)

$$
\begin{bmatrix}
\dot{c}_Y^2(t) \\
\dot{x}^2(t) \\
\dot{y}^2(t)
\end{bmatrix} = \begin{bmatrix} -1 & 1 & 0 & 0 \\ 1 & -1 & -1 & 0 \\ 0 & 0 & 1 & -1 \end{bmatrix} \begin{bmatrix}
\dot{k}_{Y,\text{ON}}(x^1(t) + x^2(t)) \\
k_{Y,\text{OFF}}c_Y^2(t) \\
k_Yc_Y^2(t) \\
\delta_Yy^2(t)
\end{bmatrix},
$$

(4.11b)

where the zero columns and rows from each $S^l$ have been neglected. From (4.11) we can conclude that $x^1$ is an input to layer 2, and $x^2$ is an input to layer 1 (together with the external input signal $u$).

The trajectories of $x^1$, $x^2$, and $x = x^1 + x^2$ are depicted in Figure 4.2. The blue line shows that the effect of the load from layer 2 is to promote the production of $X$ by layer 1. The red line represents the consumption by layer 2 of the supply of $X$ provided by layer 1. The production and consumption of $X$ by each layer reaches a balance as $t \to \infty$, so that $x(t) = x^1(t) + x^2(t) \to \bar{x}$ approaches steady state. We can show that layer 1 in isolation is stable, but the feedback interconnection destabilises layer 1. The stability properties of a layered decomposition are discussed in more detail in Section 4.3.

This example demonstrates a number of ways in which the layered and modular decomposition frameworks differ. In the layered decomposition the contribution $x^2$ of layer 2 to $x$ is
explicitly used as an input to layer 1. Hence the input–output behaviour of layer 1 remains the same, independently of whether it is isolated or integrated with layer 2. Unlike the modular case, it therefore does not need to be remodelled due to the other subsystems: the effect of its context is in the inputs $c^2_1$ and $c^2_2$. Note that, as stated above, while the input–output behaviour remains the same, this does not mean that the trajectory of $x^1$ is invariant to interconnection. Nevertheless, the effect of the interconnection on $x$ can be modelled by the feedback loop and by summing the mutually unstable trajectories $x^1$ and $x^2$.

Furthermore, suppose that another reaction is added to the system, given by \( (X \xrightarrow{\alpha} Z) \). Suppose that this reaction is put into a new layer. The $x$ component of layer 3 is denoted $x^3$, with dynamics $\dot{x}^3 = -\alpha(x^1 + x^2 + x^3)$. Thus layer 3 is driven by the other two layers. Since it contributes the trajectory $x^3(t)$ with dynamics to the total concentration $x = x^1 + x^2 + x^3$, the trajectory $x^3(t)$ also forms an additional input to both layer 1 and 2. Nevertheless, neither layer 1 or layer 2 needs to be remodelled; the input–output behaviour of both layers remains the same, and only the trajectory of their inputs changes. This situation is distinct from the modular case, where the additional module would be modelled as \( (\xrightarrow{\alpha x(t)} Z) \), driven by the trajectory $x(t)$ of $X$. However, the dynamics of $x$ in the upstream module (4.3b) need to be further re-modelled by adding an additional retroactive term of $-\lvert \alpha x(t) \rvert$ to the right-hand side of (4.5).

This section has introduced layering as a new approach to BRN decomposition that is complementary to established modular techniques. We have demonstrated that, in contrast to modular decomposition, layers are well-defined subsystems, the dynamics of which can be defined independently of the other layers in the system. However, as for any decomposition method, the fundamental problem of layered decomposition is how best to choose the subsystems. In the case of layered decompositions, we need to choose the set of matrices $S^1, \ldots, S^L$ which define each of the layers’ dynamics (4.7) such that $S = \sum_i S^i$. The following section is concerned with a number of important properties of a layered BRN, which can be used to inform a decomposition strategy.

### 4.3 Layer Properties

This section assumes that a decomposition of the stoichiometric matrix $S = S^1 + \cdots + S^L$ into $L$ stoichiometric matrices is given, defining the layered dynamics (4.7).

#### 4.3.1 Layer dimension

One of the key properties of any system decomposition is the dimension of the subsystems. A reasonable aim of any decomposition is that the subsystems are, in some sense, simpler than the large-scale system from which they are derived. In (4.7), each layer’s state $x^l$ takes values $x^l(t) \in \mathbb{R}^N$ in a state space of the same dimension as the state space of the original system. Therefore it is not immediately clear that a layered decomposition defines simpler subsystems.

This problem is overcome by making a more sophisticated evaluation of each layer’s dimension. The following results imply that the dimension of any BRN model $\dot{x} = S\psi(x)$ is equal to the rank of the stoichiometric matrix $S$. This property also devolves to the layers, so that each layer’s dimension is equal to the rank of the layered stoichiometric matrix $S^l$ in (4.7).
Consider any matrix $S \in \mathbb{R}^{N \times M}$, and denote \( r = \text{rank}(S) \leq \min(N, M) \). Then there exist matrices $U \in \mathbb{R}^{N \times r}$ and $C \in \mathbb{R}^{r \times M}$ such that $S$ can be expressed as the product $S = UC$.

**Proof.** Consider the short form [15] of the SVD decomposition $S = U \Sigma V^T$, for $U \in \mathbb{R}^{N \times r}$, $V \in \mathbb{R}^{M \times r}$, and the square diagonal matrix $\Sigma \in \mathbb{R}^{r \times r}$ of singular values $\sigma_i > 0$. Writing $C = \Sigma V^T$ provides a decomposition of the required form $S = UC$. \( \square \)

Note that the proof of Lemma 4.4 provides a specific $U$ and $C$ for each $S$, but there are infinitely many such matrix pairs.

**Proposition 4.5.** The ODE system (1.2) modelling a BRN can be expressed in terms of a state $\xi$ taking values $\xi(t) \in \mathbb{R}^r$, where the dimension of $\xi$ is $r = \text{rank}(S) \leq N$.

**Proof.** Lemma 4.4 implies that the stoichiometric matrix can be written as the product $S = UC$. For the state vector $\xi$ taking values $\xi(t) \in \mathbb{R}^r$, define the dynamics

$$\dot{\xi}(t) = C \nu \left( x_0 + U \xi(t) \right)$$

(4.12)

with initial conditions $\xi(0) = 0$, and output $x(t) = x_0 + U \xi(t)$ taking values $x(t) \in \mathbb{R}^N$. Taking the derivative of $x$ with respect to time gives $\dot{x}(t) = U C \nu(x(t))$, recovering the original system dynamics (1.2) with the same initial conditions $x(0) = x_0$. Thus (4.12) is a realisation of (1.2) in a state-space of dimension $r = \text{rank}(S)$. \( \square \)

**Corollary 4.6.** The dimension of a layer’s dynamics (4.7) is equal to $r^l = \text{rank}(S^l)$.

**Proof.** Corollary 4.6 is proved in exactly the same way as Proposition 4.5, using the existence of a decomposition $S^l = U^l C^l$ implied by Lemma 4.4. In this case the dynamics of the $l$ states $\xi^l$ taking values $\xi^l(t) \in \mathbb{R}^r$ are

$$\dot{\xi}^l(t) = C^l \nu \left( x_0 + \sum_{i=1}^l U^l \xi^l(t) \right)$$

(4.13)

with initial conditions $\xi^l(0) = 0$ and output map $x^l = U^l \xi^l$. Differentiating $x^l$ with respect to $t$ recovers the layered dynamics (4.7). \( \square \)

Therefore, although the layers’ dynamics (4.7) have states $x^l$ taking values in $N$-dimensional state-space, the layers are actually $r^l$-dimensional systems. Therefore, by choosing a decomposition $S = S^1 + \cdots + S^l$ such that $\text{rank}(S^l) = r^l < r$ for all $l = 1, \ldots, L$, the resulting layers are each simpler subsystems in comparison to the full system. However, it is possible that certain (bad) choices of $S^l$ can result in subsystems that are more complicated than the original high-dimensional system (1.2), whenever $r^l > r$. One way to ensure at least that $r^l \leq r$ is to construct the layered decomposition by a partition of just one of the sets $\mathcal{S}$ or $\mathcal{R}$.

**Definition 4.7** Suppose that the reaction set $\mathcal{R}$ has been partitioned into $L$ disjoint subsets $\mathcal{R}_l$ for $l = 1, \ldots, L$. By defining the layered stoichiometric matrices $S^l$ as

$$\begin{align*}
(S^l)_{ij} &= \begin{cases} 
(S)_{ij} & R_j \in \mathcal{R}_l, \\
0 & \text{else,}
\end{cases}
\end{align*}$$
the layered decomposition is termed *layering by flux*. Similarly, by taking a partition of $\mathcal{S}$ into $\mathcal{S}_l$ for $l = 1, \ldots, L$ the stoichiometric matrices 

$$(S^l)_{ij} = \begin{cases} 
(S)_{ij} & X_i \in \mathcal{S}_l, \\
0 & \text{else},
\end{cases}$$

correspond to *layering by species*. In each of these cases, the fact that the subsets $\mathcal{R}_l$ and $\mathcal{S}_l$ respectively form a partition means that $\sum_{l=1}^{L} S^l = S$.

When layering by flux, the column space inclusion $\text{Col}(S^l) \subseteq \text{Col}(S)$ implies that $r^l \leq r$. Similarly, when layering by species, the row space inclusion $\text{Row}(S^l) \subseteq \text{Row}(S)$ again implies that $r^l \leq r$. Another benefit of layering by flux or by species is that the resulting layers have clear interpretations in terms of the biochemically relevant concepts of species $X_i$ and reactions $R_j$.

Although other meaningful matrix sums $S = S^1 + \cdots + S^L$ may exist, for now we consider ‘layering’ to mean ‘layering by flux’ or ‘layering by species’. A schematic diagram of these two types of layered decomposition is depicted in the bottom two rows of Figure 4.1.

Consider again the partition of $\mathcal{R}$ in Example 4.1 resulting in the layered decomposition (4.10). The resulting stoichiometric matrices are such that $\text{rank}(S^1) = 2$ and $\text{rank}(S^2) = 3$. Both ranks are smaller than $\text{rank}(S) = 4$, and hence each subsystem is simpler than the original system.

### 4.3.2 Minimal layering

Layered decomposition, when carried out according to Definition 4.7, results in layers that are no more complicated than the original large-scale system. However, even though ‘layering’ has been characterised as layering by flux or by species, this begs the question of exactly how to partition the reaction set $\mathcal{R}$ or species set $\mathcal{S}$. One strategy would be to ensure that the resulting subsystems are as low-dimensional as possible, which we will term a *minimal layering*.

**Proposition 4.8** (Rank sub-additivity [92, 124]). For all matrices $M_1, \ldots, M_K \in \mathbb{R}^{N \times M}$,

$$\sum_{i=1}^{K} \text{rank}(M_i) \geq \text{rank}\left(\sum_{i=1}^{K} M_i\right).$$  

(4.14)

**Proposition 4.9** (Rank additivity [92, 124]). Suppose $K = 2$. Then (4.14) holds with equality if and only if

$$\text{dim}\left[\text{Col}(M_1) \cap \text{Col}(M_2)\right] = \text{dim}\left[\text{Row}(M_1) \cap \text{Row}(M_2)\right] = 0.$$  

(4.15)

**Corollary 4.10.** The total dimension $r^1 + \cdots + r^L \geq r$ of the layers defined by $S^l$, for $l = 1, \ldots, L$, is bounded below by the dimension of the original system. This inequality holds with equality, so that $r^1 + \cdots + r^L = r$, if and only if (4.15) holds for all possible choices of the two matrices $M_1 = \sum_{l \in I_1} S^l$ and $M_2 = \sum_{l \in I_2} S^l$ defined by disjoint sets $I_1, I_2 \subseteq \{1, \ldots, L\}$ with $I_1 \cap I_2 = \emptyset$.

**Proof.** The first statement of Corollary 4.10 follows directly from (4.14) with $M_i = S^l$ and $K = L$. To show the second statement, first assume that (4.15) holds for $M_k = \sum_{l \in I_k} S^l$ defined by all
possible disjoint $I_1, I_2 \subseteq \{1, \ldots, L\}$. It then follows that

$$
\text{rank}(S) = \text{rank}(S^1 + (S^2 + (S^3 + (\cdots + (S^L)))))) = \text{rank}(S^1) + \text{rank}(S^2 + (S^3 + (\cdots + (S^L)))) = \cdots = \text{rank}(S^1) + \text{rank}(S^2) + \cdots + \text{rank}(S^L).
$$

To show the reverse implication, write $S = M_1 + M_2 + \tilde{S}$, where each $M_k = \sum_{l \in I_k} S^l$, $k = 1, 2$, is defined by arbitrary disjoint $I_1, I_2 \subseteq \{1, \ldots, L\}$. Rank subadditivity (4.14) implies that

$$
\text{rank}(S) \leq \text{rank}(M_1 + M_2) = \text{rank}(M_1) + \text{rank}(M_2) = \sum_{l \in I_1} \text{rank}(S^l) + \sum_{l \in I_2} \text{rank}(S^l) = \sum_{l \in I_1} \text{rank}(S^l).
$$

Hence assuming $\sum r^l = r$ implies that $\text{rank}(M_1 + M_2) = \text{rank}(M_1) + \text{rank}(M_2)$, and the equivalence of the two conditions follows.

When layering by flux, the row space condition in (4.15) is always satisfied. Similarly, when layering by species, the column space condition in (4.15) is always satisfied. Hence only one condition needs to be checked for each layering type.

Corollary 4.10 provides a condition on the column and row spaces of the stoichiometric matrices $S^l$ that certifies whether the layering is minimal. In the case of layering by flux, this condition can be related to the space of steady-state distributions [153]. The following definition of the elementary flux modes (EFMs) [177] of a BRN makes use of the notation $\mathcal{R}(v) = \{ R_j \in \mathcal{R} \mid v_j > 0 \}$ for the set of reactions $R_j$ for which there is non-zero flux in the flux vector $v = (v_1, \ldots, v_M)^T$.

**Definition 4.11** Consider a non-zero vector $v$ satisfying the flux balance equation $Sv = 0$ under the element-wise constraint $v \geq 0$. If there do not exist vectors $v' \geq 0$ and $v'' \geq 0$ such that:

1. $Sv' = 0 = Sv''$;
2. $v = \alpha_1 v' + \alpha_2 v''$ for $\alpha_1, \alpha_2 > 0$;
3. the inclusions $\mathcal{R}(v') \subseteq \mathcal{R}(v)$ and $\mathcal{R}(v'') \subseteq \mathcal{R}(v)$ hold such that at least one inclusion is strict;

then $v$ is an elementary flux mode (EFM).

Definition 4.11 uniquely determines the EFMs of a given BRN up to scalar multiplication [177]. In our formulation of BRN dynamics (1.2), we assumed that the flux vector $v \geq 0$ is in the non-negative orthant by separating the forward and reverse fluxes of a reversible reaction into different ‘reactions’. Trivially, an EFM can be defined by setting an equal flux $v_{j,f} = v_{j,r} > 0$ along both

---

\footnote{This definition was originally made in the context of metabolic networks, but can apply to any BRN with dynamics (1.2).}
directions corresponding to each reversible reaction \( R_j \), with all other fluxes \( v_k = 0, k \neq j \). Thus, in any network with \( M_R \) reversible reactions, there are \( M_R \) EFMs corresponding to the forward and backward flux pairs.

The MATLAB toolbox \texttt{efmtool} can be used to compute all of the other EFMs of any given stoichiometric matrix \([202]\). If \( v \) is an EFM, we call \( \mathcal{R}(v) \) a \textit{minimal mass flow cycle}\. This may correspond to a cycle of mass flowing within a network, or the cycle of mass entering and leaving the system. The following result shows that a necessary condition for a minimal layering by flux is that no minimal mass flow cycle can be broken across layers.

**Proposition 4.12.** Suppose that the partition of the reaction set into \( \{\mathcal{R}^l \mid l = 1, \ldots, L\} \) is a minimal layering by flux of a BRN. Then, for each EFM \( v \) of \( S \), the corresponding minimal mass flow cycle satisfies \( \mathcal{R}(v) \subseteq \mathcal{R}^1 \) for exactly one value of \( l \in \{1, \ldots, L\} \).

\textbf{Proof.} Consider an arbitrary EFM \( v \) with corresponding reactions \( \mathcal{R}(v) \). By definition, \( Sv = \sum_{l=1}^{L} S^l v = 0 \). For each \( k = 1, \ldots, L \), the relation \( S^k v = -\sum_{l \neq k} S^l v \) implies that \( S^k v \in \text{Col}(S^k) \cap \text{Col}(\sum_{l \neq k} S^l) \). Since the layering is minimal, it follows from Corollary 4.10 that \( S^k v = 0 \) for each \( k = 1, \ldots, L \).

Suppose, seeking contradiction, that there exists \( K \in \mathbb{N} \) satisfying \( 2 \leq K \leq L \) such that (without loss of generality, for a given ordering of layer indices \( l = 1, \ldots, L \) the intersections \( \mathcal{R}(v) \cap \mathcal{R}^l \neq \emptyset \) for \( l = 1, \ldots, K \) and \( \mathcal{R}(v) \cap \mathcal{R}^l = \emptyset \) for \( l > K \). This implies that the minimal mass flow cycle is broken across \( K > 1 \) layers. Define the two flux vectors

\[
(v')_j = \begin{cases} (v)_j & R_j \in \mathcal{R}(v) \cap \mathcal{R}^1 \\ 0 & \text{else} \end{cases} \quad (v'')_j = \begin{cases} (v)_j & R_j \in \mathcal{R}(v) \cap (\bigcup_{l=2}^{K} \mathcal{R}^l) \\ 0 & \text{else} \end{cases}
\]

as the elements of the EFM \( v \) corresponding to the first layer and all the other layers respectively. By definition, \( Sv' = S^1 v' = S^1 v = 0 \) and, similarly, \( Sv'' = \sum_{l=2}^{K} S^l v'' = \sum_{l=2}^{K} S^l v = 0 \). Thus \( v' \geq 0 \) and \( v'' \geq 0 \) satisfy the first condition in Definition 4.11. Clearly, \( v = v' + v'' \). Finally, we have constructed each flux vector such that both inclusions \( \mathcal{R}(v') = \mathcal{R}(v) \cap \mathcal{R}^1 \subseteq \mathcal{R}(v) \) and \( \mathcal{R}(v'') = \mathcal{R}(v) \cap (\bigcup_{l=2}^{K} \mathcal{R}^l) \subseteq \mathcal{R}(v) \) must hold strictly. Hence \( v \) is not an EFM, and we have a contradiction; it follows that \( K = 1 \). \qed

For example, consider again the layering of (4.9) carried out in Section 4.2. This layering is not minimal, since we can see from the ranks of \( S^1 \) and \( S^2 \) that \( r^1 + r^2 = 5 > 4 = r \). The cycles of mass flow which correspond to the EFMs of this network can be found using \texttt{efmtool} [202] and are characterised by the four subsets of \( \mathcal{R} = \{R_1, \ldots, R_8\} \) given by \( \{R_1, R_3, R_5, R_7, R_8\}, \{R_1, R_2\}, \{R_5, R_6\}, \) and \( \{R_1, R_3, R_4\} \). The only partition of \( \mathcal{R} \) that respects the four minimal mass flow cycles is a trivial partition where \( \mathcal{R}^1 = \mathcal{R} \). Hence there is no non-trivial minimal layering by flux of (4.9).

Recall the more restrictive definition of layering adopted in \([32]\), where \( S \) is assumed to be block diagonal so that no mass is allowed to flow between layers. In our definition of a layered decomposition, a block-diagonal \( S \) is no longer necessary. However, in order to ensure that a layering by flux is a \textit{minimal} layering, the block-diagonal condition is replaced by the steady-state condition that the reaction partition must respect the minimal mass flow cycles defined by the EFMs of the system.

---

\( ^2 \mathcal{R}(v) \) is also known as the \textit{active set} of the EFM \( v \) [202].
4.3.3 Stability

Another important property of a layered decomposition (4.7) is its stability. A layering inherits a system's stability if, whenever the original system (1.2) taken from a particular initial condition \( x_0 \) converges towards a steady state \( \bar{x} \), the state of each interconnected layer also converges towards its own steady state \( \bar{x}^l \). Note that in the following, we will abuse terminology slightly to say that if the layered states inherit the system's stability then the layering is **stable**; however, we make no claims about the stability properties of each layer's equilibrium. The following proposition shows that this property is a consequence of a minimal layering.

**Proposition 4.13.** Suppose the ODE system (1.2) is stable, with limiting value \( x(t) \to \bar{x} \) as \( t \to \infty \). Suppose also that the stoichiometric matrices \( S = S^1 + \cdots + S^L \) define a minimal layering (4.7). Then there exist \( L \) vectors \( \bar{x}^l \) such that \( x^l(t) \to \bar{x}^l \) as \( t \to \infty \), which are unique up to the distribution of initial conditions \( x_0^l \) amongst the layers.

**Proof.** Recall the minimal realisation (4.13) of the layered dynamics, with states \( \xi^l \). Define the state \( \xi^T = [\xi^1, \ldots, \xi^L] \), taking values \( \xi(t) \in \mathbb{R}^{\Sigma^l} = \mathbb{R}^r \). The dynamics of this combined state are

\[
\dot{\xi}(t) = C \nu(x_0 + U\xi(t)),
\]

with initial conditions \( \xi(0) = 0 \), where

\[
S = UC = \begin{bmatrix} U^1 & \cdots & U^L \end{bmatrix} \begin{bmatrix} C^1 \\ \vdots \\ C^L \end{bmatrix}.
\]

This matches the reduced dynamics (4.12), meaning that the output map \( x(t) = x_0 + U\xi(t) \) recovers the trajectory of \( x \) given by the original dynamics (1.2).

The columns of \( U \) are linearly independent since it is formed from \( U^l \) corresponding to a minimal layering, and hence the output map \( x(t) = x_0 + U\xi(t) \) is invertible. Since \( x(t) \to \bar{x} \) as \( t \to \infty \), this implies that there exists a unique vector \( \bar{\xi} \in \mathbb{R}^r \) such that \( \xi(t) \to \bar{\xi} \) as \( t \to \infty \). Decomposing \( \xi^T = [\bar{\xi}^1, \ldots, \bar{\xi}^L] \) according to the construction of \( \xi \) above defines for each layer \( l = 1, \ldots, L \) a corresponding vector \( \bar{\xi}^l \in \mathbb{R}^{l'} \). Clearly, \( \xi(t) \to \bar{\xi} \) implies that each \( \xi^l(t) \to \bar{\xi}^l \). Applying the output map from \( \xi^l \) to \( x^l \) gives

\[
x^l(t) = x^l_0 + U^l \xi^l(t) \to x^l_0 + U^l \bar{\xi}^l = \bar{x}^l,
\]

for a uniquely defined \( \bar{x}^l \), given each \( x^l_0 \). Hence each layer is guaranteed to approach the steady state \( \bar{x}^l \) when the overall system is stable. \( \square \)

A minimal layering is sufficient for a stable layering (i.e. the guarantee that each layer approaches steady state if the system is stable) but it is not necessary. For example, suppose that the system is layered by species. Then \( x_i(t) \to \bar{x}_l \) for each \( i = 1, \ldots, N \) implies that \( x^l \to \bar{x}^l \), since in a layering by species only one of the contributions \( x^l_i(t), l = 1, \ldots, L \) is non-zero. This property is independent of whether the layering is minimal. However, if a different type of layering (i.e. a layering by flux) is not minimal, then certain components \( x_j^l \) may approach infinity, but be cancelled out by a similar unboundedness towards negative infinity in other components \( x_j^l, j \neq l \).
This can be seen in Figure 4.2, where $x_1 \to \infty$ and $x_2 \to -\infty$, but $x = x_1 + x_2$ approaches a steady state.

The following section discusses an adaptation to the technique of layering by flux that always defines minimal, stable layerings. Similarly to layering by flux (according to Definition 4.7), the minimal layers are defined from a partition of the reaction set $\mathcal{R}$.

### 4.4 Flux Layer Minimisation

Consider the dynamics (1.2) of a BRN, and assume that the state $x(t)$ converges to $\bar{x}$ as $t \to \infty$. Assume also that we are given a partition of the reaction set $\mathcal{R}$ into $L$ disjoint sets. In this section, we propose an algorithm that uses the partition of $\mathcal{R}$ to produce a layering that is guaranteed to be minimal. The result of this algorithm will coincide with a standard layering by flux, according to Definition 4.7, if the latter produces a minimal layering.

#### 4.4.1 Two layers

We first consider the case where $L = 2$. For the stoichiometric matrices $S_1$ and $S_2$ defined by the standard layering by flux technique introduced above, consider the linear space $\text{Col}(S_1) \cap \text{Col}(S_2)$ given by the intersection of their two column spaces. If this space is of dimension 0 then layering by flux produces a minimal layering. However, suppose that this is a non-minimal layering, meaning that the column-space intersection is a non-trivial space. In this case, the vectors in this space correspond to the directions in which each of the translated states $x^l(t)$ may take unbounded values.

The following result will exploit the decomposition $S^l = U^l C^l$ of the layered stoichiometric matrices. Let $U_{1,2} \in \mathbb{R}^{N \times r_{1,2}}$ be a matrix of $r_{1,2} = r_1 + r_2 - r$ columns that form a basis for the intersection space $\text{Col}(S_1) \cap \text{Col}(S_2)$. This basis can be extended for each $l = 1, 2$ into a basis of size $r^l$ for the column space $\text{Col}(S^l)$. These bases define the columns of the matrices

$$U^l = \left[ \hat{U}^l \ U_{1,2} \right],$$

for $l = 1, 2$. The final $r_{1,2}$ columns of each $U^l$ are the same, corresponding to the basis of $\text{Col}(S_1) \cap \text{Col}(S_2)$. Given each $U^l$, a corresponding $C^l$ exists such that $S^l = U^l C^l$. This can be written conformally with the decomposition of $U^l$ above as

$$C^l = \left[ \hat{C}^l \ C_{1,2}^l \right].$$

Unlike each $U^l$, the final $r_{1,2}$ rows of $C^1$ and $C^2$ are not equal. Based on these expressions for $U^l$ and $C^l$, define the layered dynamics

$$\dot{z}^1(t) = \left[ \hat{U}^1 \hat{C}^1 + U_{1,2} C_{1,2} \right] v(x_0 + z^1(t) + z^2(t)), \quad (4.16a)$$

$$\dot{z}^2(t) = \left[ \hat{U}^2 \hat{C}^2 \right] v(x_0 + z^1(t) + z^2(t)), \quad (4.16b)$$

where $C_{1,2} = C_{1,2}^1 + C_{1,2}^2$. The following result proves that this new layering, based on the original layering by flux, is minimal and therefore stable.
Lemma 4.14. The new stoichiometric matrices $\hat{S}^1 = \hat{U}^1 \hat{C}^1 + U_{1,2} C_{1,2}$ and $\hat{S}^2 = \hat{U}^2 \hat{C}^2$ used for the layered dynamics (4.16) define a minimal layering, with $\text{rank}(\hat{S}^1) = r^1$ and $\text{rank}(\hat{S}^2) = r^2 - r_{1,2} = r - r^1$.

Proof. By the definition of the stoichiometric matrices,

$$\hat{S}^1 + \hat{S}^2 = \hat{U}^1 \hat{C}^1 + U_{1,2} C_{1,2} + \hat{U}^2 \hat{C}^2 = (\hat{U}^1 \hat{C}^1 + U_{1,2} C_{1,2}) + (\hat{U}^2 \hat{C}^2 + U_{1,2} C_{1,2}) = S^1 + S^2 = S,$$

and hence $\hat{S}^1$ and $\hat{S}^2$ form a layered decomposition of (1.2). The columns and rows of $\hat{U}^2 \in \mathbb{R}^{N \times (r^2 - r_{1,2})}$ and $\hat{C}^2 \in \mathbb{R}^{(r^2 - r_{1,2}) \times M}$ respectively are linearly independent, and therefore form bases for the column space and row space of $\hat{S}^2 = \hat{U}^2 \hat{C}^2$. Hence $\text{rank}(\hat{S}^1) = r^2 - r_{1,2} = r - r^1$.

The other layer's stoichiometry is given by $\hat{S}^1 = U^1 (C^1 + [0, C_{2,1}^2])^T$, where the matrix $U^1 = \{\hat{U}^1, U_{12}\} \in \mathbb{R}^{N \times r^1}$ has rank $r^1$. Therefore $\text{rank}(\hat{S}^1) \leq \text{rank}(U^1) \leq r^1$. However, rank subadditivity (4.14) implies that $\text{rank}(\hat{S}^1) \geq \text{rank}(S) - \text{rank}(\hat{S}^2) = r^1$, and it follows that $\text{rank}(\hat{S}^1) = r^1$.

Since $\text{rank}(\hat{S}^1) + \text{rank}(\hat{S}^2) = \text{rank}(S)$, the modified dynamics (4.16) define a minimal layering.

To illustrate this minimal layering, consider the reaction partition used in Example 4.1 to construct the non-minimal layering by flux of the gene-transcription cascade (4.1). The stoichiometric matrices (4.10) have intersecting column spaces given by $\text{Col}(S^1) \cap \text{Col}(S^2) = \text{span}([0, 1, 0, 0]^T)$. Applying (4.16) to produce guaranteed minimal stoichiometric matrices from the given reaction partition gives

$$\hat{S}^1 = \begin{bmatrix} 1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & -1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \hat{S}^2 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & -1 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.$$  

Each matrix $\hat{S}^l$ clearly has rank 2. Therefore this decomposition is a minimal layering of (4.9).

In fact, this layered decomposition corresponds to a layering by species, rather than by flux. It is important to note, however, that the minimal layering (4.16) produced by any partition of $\mathcal{R}$ is, in general, neither a layering by flux nor by species.

4.4.2 More layers

Now suppose that there is a given partition of the reaction set $\mathcal{R}$ into an ordered collection of $L > 2$ disjoint sets $\mathcal{R}_l$, for $l = 1, \ldots, L$. The following Flux Layer Minimisation algorithm produces $L$ stoichiometric matrices $\hat{S}^l, l = 1, \ldots, L$, that define a minimal layering.

Algorithm 4.15 (Flux Layer Minimisation)
The difference between the stoichiometric matrices $S^l$ produced by this algorithm and those produced by (non-minimal) layering by flux can be interpreted as defining a set of *correction fluxes* between layers. The layered decomposition given by each $\hat{S}^l$ can be expressed in terms of the non-minimal stoichiometric matrices by writing

$$\dot{z}^l = \hat{S}^l v(x_0 + z^1 + \cdots + z^L)$$

$$= \left[ (S^l + U^l_{AB} C^l_{AB}) - U^l_{AB} C^l_{AB} \right] v(x_0 + z^1 + \cdots + z^L),$$

for $l = 1, \ldots, L$, where we define the matrices $U^l_{AB} C^l_{AB} = U^{l+1}_{AB} C^{l+1}_{AB} = 0$. Thus each $U^l_{AB} C^l_{AB} v$ defines a flux from layer $l$ to layer $l-1$ that stabilises layer $l$, given that layer $l$ is already receiving the correction flux $U^{l+1}_{AB} C^{l+1}_{AB} v$ from layer $l+1$. The effects of the inter-layer correction fluxes are not ‘seen’ in the system trajectory $x = x_0 + \sum_{l=1}^L x^l$, since they cancel one another out when aggregated.

**Proposition 4.16.** The layered dynamics defined by the stoichiometric matrices resulting from the Flux Layer Minimisation algorithm given by

$$\dot{z}^l = \hat{S}^l v(x_0 + z^1 + \cdots + z^L),$$

(4.17)

define a minimal layering.

**Proof.** This result can be proven inductively by Lemma 4.14. At the first stage, where $l = L$, the matrices $A^L$ and $B^L$ define a non-minimal layering of (1.2) into two layers. By Lemma 4.14, the two matrices $\hat{S}^L$ and $(A^{L-1} + B^{L-1})$ given by the first stage of the Flux Layer Minimisation algorithm define a minimal layering of the system into two layers. If $\text{rank}(\hat{S}^L) = r^L$, then the dimension of the other layer is $r - r^L$.

Consider the BRN with stoichiometric matrix $(A^{L-1} + B^{L-1})$. The matrices $A^{L-1}$ and $B^{L-1}$ define a non-minimal layering of this system. As in the previous step, Lemma 4.14 implies that the matrices $\hat{S}^{L-1}$ and $(A^{L-2} + B^{L-2})$ resulting from the second stage of the algorithm, where $l = L - 1$, define a minimal layering of this subsystem into two layers. If $\text{rank}(\hat{S}^{L-1}) = r^{L-1}$ then the dimension of the other layer is $(r - r^L) - r^{L-1}$.

Continuing this procedure iteratively to $L = 2$, we find that the dimension of $\hat{S}^1$ is equal to $(\sum_{l=1}^{L-1} p^l)$, where $p^l = \text{rank}(\hat{S}^l)$ for $l = 1, \ldots, L$, and therefore the stoichiometric matrices $\hat{S}^l$ define a minimal layering.
Proposition 4.16 proves that the Flux Layer Minimisation algorithm derives a minimal, and therefore stable, layering from any partition of the reaction set $\mathcal{R}$. If the standard procedure for layering by flux given in Definition 4.7 gives a minimal layering, then the Flux Layer Minimisation algorithm does not modify this decomposition.

4.5 Examples

4.5.1 Enzyme dynamics

Recall the BRN (3.26) with dynamics (3.27) described in Section 3.4.3. It was suggested that a decomposition of this model would help make it more amenable to analysis. Suppose this system is decomposed through layering by flux into two layers. Layer 1 consists of the reactions in (3.26a)–(3.26b), corresponding to the first 3 columns of $S$, while layer 2 is made up of the reactions in (3.26c)–(3.26d), corresponding to the other 4 columns, giving

$$S^1 + S^2 = \begin{bmatrix}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.$$ (4.18)

This layering is minimal, in the sense that $\text{rank}(S) = 6 = 3 + 3 = \text{rank}(S^1) + \text{rank}(S^2)$.

Thus, if the original system is stable then the layers are also stable. From the initial conditions $x_0$ given in Section 3.4.3, the system (3.26) is stable such that $x \to \hat{x}$ given by

$$\hat{x} = \begin{bmatrix}
0 & 0 & (A_1 - P) & (A_2 - P) & P & 0 & 0 & (X_0 + Y_0 - R) & (K_0 - R) & R
\end{bmatrix}^T.$$

Hence, given the initial conditions $x_0^l = 0$ for $l = 1, 2$ and the layered dynamics (4.7), there are unique vectors $\bar{x}^l$ such that $x^l(t) \to \bar{x}^l$ as $t \to \infty$, for $l = 1, 2$, with $x_0 + \bar{x}_1 + \bar{x}_2 = \hat{x}$.

The zero rows of $S^1$ and $S^2$ imply that $x_1 = c_1 = y_1 = k_1 = z_1 = 0$ in layer 1, and $p_1^2 = p_2^2 = e_1^2 = e_2^2 = 0$ in layer 2. Neglecting the zero rows and columns of each $S^l$, the first layer’s dynamics are

$$\begin{bmatrix}
p_1^1 \\
p_2^1 \\
e_1^1 \\
e_2^1
\end{bmatrix} = \begin{bmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & -1 & 0 \\
0 & 0 & 1 & -1
\end{bmatrix} \begin{bmatrix}
a_1 \{(A_1 + p_1^1)\} \\
a_2 \{(A_2 + p_2^1)\} \\
a_1 e_1^1 e_2^1 \\
a_2 e_1^1 e_2^1
\end{bmatrix}. \quad (4.19a)$$

with zero initial conditions and steady state $\{-A_1, -A_2, (A_1 - P), (A_2 - P), P\}^T$, for constant $P =$
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Figure 4.3: Three simulations of the trajectory \( e(t) \), for parameters \( \alpha_i = \beta_i = 1 \) and initial conditions \( x(0) = [2, 1, 0, 0, 0, 0, 0, 2, 0, 0]^T \). The black solid line is the trajectory of \( e(t) \) given by (3.27); the broken lines are the layered contributions \( e^1(t) \) and \( e^2(t) \) from (4.19) that each sum to give \( e(t) \).

\[
\begin{align*}
\dot{e}^2 &= \begin{bmatrix}
-1 & 1 & 1 & 0 \\
-1 & 1 & 0 & 0 \\
1 & -1 & -1 & 0 \\
0 & 0 & 1 & -1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
\beta_1 (X_0 + x^2) (e^1 + e^2) \\
\beta_1 e^2 \\
\beta_2 c^2 \\
\beta_3 (K_0 + k^2) (Y_0 + y^2) \\
\end{bmatrix} \\
&\quad + \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix} \\
\end{align*}
\]

(4.19b)

with zero initial conditions and steady state \( [0, -X_0, 0, (X_0 - R), -R, R] \) for \( R = \min(X_0, Y_0, K_0) \).

The dynamics of \( e \) have non-zero contributions \( e^1 \) and \( e^2 \) from both layers. These contributions are summed to give the trajectory of \( e \) in the integrated system, as shown in Figure 4.3. However, unlike Example 4.1, this system is a cascade, since (4.19a) is independent of all components of \( x^2 \). Hence, the simulation and analysis of this system is decomposed such that the three-dimensional upstream layer can be considered in isolation first. The resulting trajectory of \( e^1 \) forms the input to the downstream dynamics.

Suppose that the modular framework is used to decompose (3.26) into modules, instead of layers. This requires a block-diagonal decomposition of \( S \) in (3.27), corresponding to a simultaneous partition of the species set \( S \) and reaction set \( R \). For the same partition of \( R \) as in the layered decomposition, suppose that \( S^1 = \{P_1, P_2, E_1, E_2, E\} \) and \( S^2 = \{X, C, Y, K, Z\} \). This corresponds to putting the first 5 \( \times \) 3 block of \( S \) as the upstream module’s stoichiometry, and the next 5 \( \times \) 4 block as the downstream module’s stoichiometry, as in the top row of Figure 4.1. The
concentration $e$ of $E$ is the input from the upstream to the downstream module. There are non-zero elements of $S$ that are neglected by this decomposition, which implies that a retroactive interconnection effect will result.

The upstream module follows the same dynamics (4.19a) as the upstream layer. Hence the trajectory of $e$ in the isolated module is given by the broken blue curve in Figure 4.3. As expected, however, there is also a retroactive effect, since the trajectory of $e$ given by the integrated dynamics (3.27) is not equal to the isolated module’s trajectory (as illustrated by the solid black curve in Figure 4.3). In fact, the effect of the retroactivity is exactly equal to the trajectory $e^2$ of the downstream layer.

The layered decomposition (4.19) has a cascade structure, whereas retroactivity in the modular decomposition implies that the modules are in feedback. Thus this example illustrates how layered decomposition can uncover cascade structures that modular decomposition cannot. Chapter 6 will discuss layered interconnection structures in greater detail.

### 4.5.2 Glycolysis

As a second example of layered decomposition, consider the glycolysis model constructed by Hynne et al [94]. This system consists of 22 biochemical species $X_j \in \mathcal{X}$ taking part in 24 reactions $R_j \in \mathcal{R}$. The model has been implemented by the authors in SBML [93] and can be downloaded from the Biomodels database [117]. A number of the reactions are reversible; as discussed in Section 4.3.2, there are trivial EFMs $\mathcal{E}(u_j)$ corresponding to the forward and reverse directions respectively of the reversible reaction $R_j$.

An EFM analysis using efme tool [202] finds a further four overlapping EFMs $\mathcal{E}(v^*_i), i = 1, 2, 3, 4$, with the corresponding reactions

\[
\mathcal{R}(v^*_1) = \{R_1, R_2, R_3, R_4, R_5, R_6, R_7, R_9, R_3, R_9, R_{10}, R_{11}, R_{12}, R_{13}, R_{14}, R_{23}\},
\]
\[
\mathcal{R}(v^*_2) = \{R_1, R_2, R_3, R_4, R_5, R_6, R_7, R_9, R_{10}, R_{11}, R_{15}, R_{16}, R_{17}, R_{18}, R_{20}, R_{21}\},
\]
\[
\mathcal{R}(v^*_3) = \{R_1, R_2, R_3, R_4, R_5, R_6, R_7, R_9, R_{10}, R_{11}, R_{12}, R_{13}, R_{14}, R_{22}\},
\]
\[
\mathcal{R}(v^*_4) = \{R_1, R_2, R_3, R_4, R_5, R_6, R_7, R_8, R_{10}, R_{11}, R_{15}, R_{16}, R_{17}, R_{18}, R_{19}\}.
\]

The sets above slightly abuse notation: by writing $R_j \in \mathcal{R}(v^*_i)$ for a reversible reaction, we mean that exactly one of the forward or reverse reactions $R_{j,f}, R_{j,r} \in \mathcal{R}(v^*_i)$ respectively. Any partition of $\mathcal{R}$ that gives a minimal (and hence stable) layering by flux must respect each of the sets $\mathcal{R}(v^*_i)$ for $i = 1, 2, 3, 4$, plus the trivial pairs $\mathcal{E}(u_j)$ for reversible $R_j$. This implies that all reactions apart from $R_{23}$ must be in a single layer, which is not a particularly useful decomposition.

However, the Flux Layer Minimisation algorithm described in Section 4.4 can be used to derive a minimal, stable layering from any partition of the reaction set $\mathcal{R}$. For example, consider the partition $\mathcal{R}^1 = \{R_{23}, R_{24}\}, \mathcal{R}^2 = \{R_j \mid j = 15, \ldots, 21\}$, and $\mathcal{R}^3 = \mathcal{R}(v^*_4)$. The non-zero pattern of the stoichiometric matrices $S^l$ resulting from layering by flux (according to Definition 4.7) are shown in the left-hand column of Figure 4.4. The ranks $r^l = \text{rank}(S^l)$ of these stoichiometric matrices are respectively $(r^1, r^2, r^3) = (2, 6, 14)$. The difference $\sum_{l=1}^{3} r^l - r = 22 - 20 = 2$ shows that this is a non-minimal layering. If we instead derive the layered stoichiometric matrices...
through the Flux Layer Minimisation algorithm, the resulting stoichiometric matrices $\hat{S}^l$ have ranks $(\hat{r}_1, \hat{r}_2, \hat{r}_3) = (2, 6, 12)$. The ranks $\hat{r}_l$ sum to 20, and therefore $\hat{S}^l, l = 1, 2, 3$, define a minimal layering of the system. The non-zero patterns of these matrices are shown in the right-hand column of Figure 4.4.

Layer 1, given by $\hat{S}^1$, is identified with species $X_3, X_5$, and $X_{25}$, representing the co-factors ATP, ADP, and AMP. However, the minimal layering is much less easily interpretable in biochemical terms than the original definition of layering by flux, since there is no partition of either $R$ or $\mathcal{F}$ amongst the subsystems. There are additional non-zero stoichiometric coefficients $(\hat{S}^l)_{ij} \neq 0$ in $\hat{S}^2$ and $\hat{S}^3$ that make certain species $X_i$ dependent on fluxes $v_j$, even though they do not take any part in reaction $R_j$ in the original network. However, as discussed in Section 4.4.2, these stoichiometric coefficients can be interpreted as a model of mass flow between corresponding unstable $x^2_i$ and $x^3_i$, ensuring that the layered states $x^2$ and $x^3$ are stable in the minimal layering.

4.6 Discussion

This chapter has introduced the layering framework as a novel method of decomposing large-scale BRN models (1.2). Rather than partitioning the state space into components, as with modular approaches, the layered approach instead replicates the state vector into each of the subsystems. Unlike modules, the input–output behaviour (i.e. the dynamics) of any layer will not change upon interconnection with other layers, although we are careful to distinguish between the dynamics and the trajectory of each layer. Consider the examples in Example 4.1 and Section 4.5.1, that compare the modular and layered frameworks. In each case, the dynamics of layer 1 are equal to the isolated dynamics of module 1: however, when module 2 is integrated with the system, module 1 needs to be remodelled. This is not the case in the layered framework, where the input–output dynamics of layer 1 are not affected by the presence of layer 2; the presence of layer 2 is modelled by a change in the input to layer 1.

The dimension of a BRN is identified as the rank of its stoichiometric matrix $S$. This property can be used to test whether a particular decomposition results in lower-dimensional layers. Two types of layered decomposition were defined: layering by species, and layering by flux. In these cases, the dimensions of the resulting subsystems are guaranteed to be no larger than that of the original system. An important question we can ask of a given layered decomposition is whether it inherits the full system’s stability, so that the layered states approach steady state whenever the original state does. This is always the case if layering by species. It is also always the case if the layering is minimal, meaning that the layers’ dimensions are as small as possible.

Often when layering by flux the resulting decomposition is not minimal. In this case, the Flux Layer Minimisation algorithm, introduced in Section 4.4, can be used to produce stoichiometric matrices that define a minimal layering from any given partition of the reaction set. However, as shown in Section 4.5.2 this decomposition is not necessarily particularly intuitive, especially when compared to the stoichiometric matrices resulting from layering by flux or species. If, instead, the decomposition strategy is constrained to only consider a minimal layering by flux, then the number of possible decompositions is drastically reduced; indeed, the EFMs may imply that such a decomposition is infeasible.

The relaxation of the block-diagonal condition of [32] to the EFM condition given in this
Figure 4.4: Non-zero patterns of stoichiometric matrices $S^l$ and $\hat{S}^l$, for $l = 1, 2, 3$ derived from layering by flux and Flux Layer Minimisation respectively.
chapter allows the application of layered decomposition to a range of BRNs that allow transient (but not steady-state) mass flow between subsystems. More work is needed to characterise the types of BRNs in which a minimal layering by flux is or is not possible. For example, it is interesting that neither the gene transcription network (Example 4.1) nor the metabolic network (Section 4.5.2) admit a minimal layering by flux; however, a minimal layering of the example in Section 4.5.1 decomposes the system into ‘enzyme production’ and ‘enzyme action’ layers. Furthermore, the EFM constraint could also be used to inform the design of new, synthetic layers that can be integrated with an existing system such that the layered decomposition remains minimal.

In addition to the Flux Layer Minimisation approach, other formulations of the layered dynamics may exist that enforce other desirable properties of the decomposed system. For example, we can enforce the layered dynamics to be a cascade by re-writing the layered dynamics (4.7), assuming $L = 2$, as

\[
\begin{align*}
\dot{y}_1(t) &= S_1 v(x_0 + y_1(t)), \\
\dot{y}_2(t) &= [S_1 + S_2] v(x_0 + y_1(t) + y_2(t)) - S_1 v(x_0 + y_1(t)).
\end{align*}
\]

With a judicious choice of $S^l$, this will enforce a cascade structure made up of stable, simpler layers. This approach is considered in much greater detail in [149], but will remain out of the scope of this thesis. Nevertheless, in that work we also consider an alternative interpretation of unstable layers. When the instability of one layer is balanced by the instability of another downstream layer, this is interpreted to mean that a perturbation to the downstream layer will cause the integrated system to ‘break’, in the sense that it will become unstable. This approach is based on the fact that, in the cascade formulation, the upstream layer must be independent of the downstream layer, and will thus remain unstable. Therefore, we can use a non-minimal layering to identify subsystems (and their corresponding parameters) which are necessary for the system's stability.

The remainder of this thesis will go into further detail about how to choose and exploit layered decompositions, focusing on the partition of the reaction set $\mathcal{R}$ and constructing layered stoichiometric matrices using the Flux Layer Minimisation algorithm. In particular, we need to consider how to partition $\mathcal{R}$ into subsets that give biologically interpretable layers. The following chapter considers one approach which is particularly natural for many BRN models. The subsequent chapter considers the layered interconnection structure in more detail, and investigates layering strategies that optimise this structure in some sense. Finally, Chapter 7 will demonstrate the application of layered decomposition to the analysis of a large-scale BRN.
Chapter 5

Layering by Timescale

The previous chapter introduced the layered framework for the decomposition of biomolecular reaction networks, where it is assumed that the decomposition is defined by a partition of either the set $S$ of species or the set $R$ of reactions. A fundamental question for a layered decomposition is concerned with how the partition of $S$ or $R$ should be chosen. This chapter proposes a method for layering by flux based on timescale separation between reaction rates. In this case, the layered decomposition technique provides a new method of producing a quasi-steady state reduction of BRN models that no longer requires the species, or any combination of species, to be identified as fast or slow; the singularly perturbed dynamics can be directly written as a perturbation of the slow layer’s dynamics. Furthermore, the layered framework allows the interactions between dynamics at multiple scales to be explicitly quantified.

5.1 Timescale Separation in Reaction Networks

The review in Section 1.2 and the motivation for the work in Chapter 3 was model order reduction, and in particular the singular perturbation of timescale-separated BRNs. This approach is underpinned by Tikhonov’s Theorem, stated in Chapter 1 as Theorem 1.1. This theorem assumes that a small parameter $\mu \ll 1$ can be identified that characterises a separation in timescale between two components of a given dynamical system, expressed in the form (1.5). In this case, Tikhonov’s Theorem implies that the reduced model (1.6) will be a good approximation to (1.5), in the limiting case as $\mu \to 0$. This approximation is known as the quasi-steady state (QSS) assumption. Chapter 3 is concerned with the quality of this and other approximations, and introduces a computational method for estimating the difference between the output trajectories of the original and reduced models.

The QSS approach, underpinned by Tikhonov’s Theorem, is commonly used in mathematical biology [133] because timescale separation is a characteristic property of many biological systems [99, 116, 137]. A familiar example of QSS approximation is in the context of enzyme kinetics [28, 48, 205]. Section 3.2 reviews three QSS reduction methods to demonstrate the well-known fact that the validity of the assumptions made for each reduction strategy varies in parameter space. For example, the standard QSS approximation (sQSSA) given by (3.10) relies on the ratio $E_0/X_0$ between initial enzyme $E_0$ and initial substrate $X_0$ being very small. When this is not the case, the other types of QSS approximation become more valid.
When deriving the tQSS dynamics (3.12), it is assumed that the ‘free substrate’ concentration \( x \) cannot be classified as either fast or slow. Instead it is assumed that the combined ‘free and bound substrate’ concentration \( \xi = x + c \) is slow, while the complex concentration \( c \) is fast. In this case, a transformation of the state space is required for the dynamics to be expressed in the form (1.5) necessary for Tikhonov’s Theorem to apply.

Being unable to classify the timescale of \( x \) in this example is a particular case of the observation made in [116] that species can participate in both fast and slow processes; it is actually the reactions which can be considered as occurring on different timescales. The authors exploit their observation to motivate the design of a (possibly nonlinear) transformation of the state space into \( N \) new variables \( \xi_i \), each of which can be classified as either fast or slow. Persisting with the enzyme kinetics example (3.7), suppose that the reversible binding \( X + E \rightleftharpoons C \) is much faster than the production of the product \( C \rightarrow Y + E \). In this case, \( C \) takes part in both fast and slow reactions, and thus the timescale of \( c \) is not well-defined. The observation that, in many cases, species concentrations do not separate in timescale has also been made in the context of stochastic simulations [36], and has motivated the method of prefactors, used to improve the quality of QSS approximations to gene transcription networks [23].

The notion that reactions separate in timescale is particularly suggestive in the context of the layered decomposition framework introduced in Chapter 4. If the species concentrations in a BRN can be classified as fast or slow variables, then the dynamics can be written in the form (1.5), which corresponds to a layering by species. If instead the reaction rates display timescale separation, then this naturally induces a partition of the reaction set \( \mathcal{R} \). We will show below that layering by flux according to this partition provides the scale-separated dynamics required to apply Tikhonov’s Theorem directly, resulting in an approximated system expressed in the same state space as the original system.

5.2 Layered QSS Approximation

5.2.1 Tikhonov’s Theorem, layered by flux

Consider the standard ODE model (1.2) for a given BRN. Assuming that the reactions separate in timescale [23, 36, 116], consider the partition of the reaction set \( \mathcal{R} \) into the sets \( \mathcal{R}^s \) and \( \mathcal{R}^f \) of slow and fast reactions respectively. Without loss of generality, it can be assumed that the reaction index is ordered so that the first \( M^s \) reactions are slow, and the next \( M^f = M - M^s \) are fast. The scale separation of the last \( M^f \) reactions from the first \( M^s \) reactions implies that the flux vector \( \mathbf{v} \) in (1.2) can be written as

\[
\mathbf{v}(x) = \begin{bmatrix} \mathbf{v}^s(x) \\ \mathbf{v}^f(x)/\mu \end{bmatrix},
\]

for a small parameter \( \mu \ll 1 \). Here, we assume that the components \( \mathbf{v}^s \) and \( \mathbf{v}^f \) take values on the same scale as one another.

Consider the layering by flux, according to Definition 4.7, defined by the partition of \( \mathcal{R} \) into the reaction subsets \( \{ \mathcal{R}^s, \mathcal{R}^f \} \). The stoichiometric matrix \( \mathbf{S} \) is thus decomposed into the slow and fast stoichiometric matrices \( \mathbf{S}^s \) and \( \mathbf{S}^f \) respectively, with \( \mathbf{S}^s + \mathbf{S}^f = \mathbf{S} \). Based on the decomposition...
of the flux vector above, define a re-scaled flux vector

\[ \bar{v} = \begin{bmatrix} v^s \\ v^f \end{bmatrix} \]

such that all of the entries in \( \bar{v} \) are on the same scale. Then the layered dynamics (4.7) defined by \( S^s \) and \( S^f \) can be written as

\[ \begin{align*}
\dot{x}_s(t) &= S^s \bar{v} (x_0 + x^s(t) + x_f(t)), \\
\mu \dot{x}_f(t) &= S^f \bar{v} (x_0 + x^s(t) + x_f(t)).
\end{align*} \tag{5.1a} \tag{5.1b} \]

where \( x(0) = x_0 \) denotes the initial conditions of the original system, and where we set \( x^s(0) = x^f(0) = 0 \). The system state is retrieved from the layered decomposition through \( x(t) = x_0 + x^s(t) + x^f(t) \).

The layered decomposition (5.1) defines a slow variable \( x^s \) and a fast variable \( x^f \) that are expressed in the scale-separated form (1.5) without any transformation of the state space. The aggregated dynamics \( x = x_0 + x^s + x^f \) imply the interpretation of each layer’s state \( x^s(t) \) and \( x^f(t) \) as quantifying the contribution of the slow and fast reactions, respectively, to the overall system dynamics.

In [116], the authors also consider a layered approach, by constructing fast and slow variables they call \( \xi \) and \( \eta \), that sum to give the exact state. The construction of these variables is different, however: for a projection \( \mathcal{P} \) mapping onto the null-space of \( S^f \), they define \( \xi = \mathcal{P} x \). This definition leads to slow dynamics for \( \xi \), but the dynamics of \( \eta \) are both slow and fast, and must be further approximated to leading order only. In contrast, the layered approach given here separates out the dynamics into ‘true’ fast and slow variables \( x^f \) and \( x^s \). Furthermore, the method in [116] requires the underlying reaction graph to be acyclic and have deficiency zero [79]. Our method is unconcerned with the CRNT approach, although it may be interesting to consider the relationship between this requirement and the assumed existence of the matrix inverse in \( M^f \).

We now return to the layered case. Having written the timescale-separated ODE system in the form (5.1), Tikhonov’s Theorem implies that, as \( \mu \to 0 \), the solution to (5.1) is arbitrarily closely approximated by the solution to

\[ \begin{align*}
\dot{\tilde{x}}^s(t) &= S^s \bar{v} (x_0 + \tilde{x}^s(t) + \tilde{x}^f(t)), \\
0 &= S^f \bar{v} (x_0 + \tilde{x}^s(t) + \tilde{x}^f(t)).
\end{align*} \tag{5.2a} \tag{5.2b} \]

where the approximated layers’ states \( \tilde{x}^s \) and \( \tilde{x}^f \) sum to give \( \tilde{x}(t) = x_0 + \tilde{x}^s(t) + \tilde{x}^f(t) \). The initial condition of this system is at \( \tilde{x}^s(0) = 0 \), as in the non-reduced case. However, in the approximated system (5.2) the fast state \( \tilde{x}^f \) is assumed to be at quasi-steady state, and hence to depend statically on the value of \( \tilde{x}^s \) according to the QSS manifold defined by the algebraic equation (5.2b). For this reason, the initial value of \( \tilde{x}^f(0) \) is no longer necessarily equal to zero, but instead determined by the equation \( 0 = S^f \bar{v} (x_0 + 0 + \tilde{x}^f(0)) \) given by the QSS manifold. The following section determines the conditions for which the QSS manifold provides a well-defined value of \( \tilde{x}^f(t) \) for any given \( \tilde{x}^s(t) \).
5.2.2 The QSS manifold

Section 4.3.1 made use of the decomposition of the layered stoichiometric matrices $S^l = U^l C^l$ into the product of full-rank matrices consisting of $r^l = \text{rank}(S^l)$ columns and rows, respectively. Here, we recall this decomposition to further explore the QSS manifold defined by (5.2b).

**Lemma 5.1.** The algebraic relation (5.2b) defining the QSS manifold is equivalent to the equation

$$0 = C^f \dot{v}(x_0 + \tilde{x}^f(t) + U^f \tilde{\xi}^f(t))$$

for the decomposition $S^f = U^f C^f$ of the fast stoichiometric matrix, where $\tilde{x}^f = U^f \tilde{\xi}^f$.

**Proof.** Similarly to the derivation of the minimal realisation (4.13) of the generic layered dynamics, consider the minimal realisation of the fast layer’s dynamics (5.1b) given by

$$\mu \tilde{\xi}^f(t) = C^f \dot{v}(x_0 + x^f(t) + U^f \tilde{\xi}^f(t)),$$

for $x^f = U^f \xi^f$, with initial conditions $\xi^f(0) = 0$. The QSS manifold is found by letting $\mu \to 0$. If $\tilde{\cdot}$ denotes approximated variables, then this recovers (5.3), where the matrix $U^f$ defines the output map $\tilde{x}^f = U^f \tilde{\xi}^f$.

The relationship (5.3) evaluated at $t = 0$ may not uniquely define the initial value of $\tilde{\xi}^f(0)$. In this case, the ‘correct’ initial condition to choose is given by first isolating the fast layer, through setting $x^f(0) = 0$ in (5.1b), and then matching the timescales $\tilde{\xi}^f(t) = \lim_{t \to \infty} \xi^f(t)$, according to standard singular perturbation theory [133].

In order to apply Lemma 5.1, a function $F : \mathbb{R}^N \times \mathbb{R}^{r^f} \to \mathbb{R}^{r^f}$ can be defined such that

$$F(\alpha, \beta) = C^f \dot{v}(\alpha + U^f \beta).$$

With this definition, (5.3) is equivalent to $F(x_0 + \tilde{x}^f(t), \tilde{\xi}^f(t)) = 0$. The following results depend on the following Implicit Function Theorem.

**Theorem 5.2** (Implicit Function Theorem (IFT) [183]). For a function $G : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}^{n_2}$, consider the manifold in $\mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ defined by the algebraic equation $0 = G(x, y)$ for $x \in \mathbb{R}^{n_1}$ and $y \in \mathbb{R}^{n_2}$. Denote by $\frac{\partial G}{\partial y}(x^*, y^*)$ the Jacobian of $G$ with respect to $y$, evaluated at a given point $(x^*, y^*)$. If this $n_2 \times n_2$ square matrix is non-singular, then there exist open sets $\mathcal{D}_1 \subseteq \mathbb{R}^{n_1}$, with $(x^*, y^*) \in \mathcal{D}_1 \times \mathcal{D}_2$, and there exists a function $g : \mathcal{D}_1 \to \mathcal{D}_2$, such that $G(x, g(x)) = 0$ for all $x \in \mathcal{D}_1$.

Furthermore, if these conditions hold, the Jacobian of $y = g(x)$ with respect to $x$ is given by the formula

$$\frac{dy}{dx} = - \left( \frac{\partial G}{\partial y} \right)^{-1} \frac{\partial G}{\partial x},$$

evaluated at $(x, g(x))$.

The IFT can be used to determine how the contribution $\tilde{x}^f(t)$ of the approximated fast layer depends on the contribution $\tilde{x}^s(t)$ of the slow layer. In the following, the notation $\tilde{v}'(x)$ is used as shorthand to denote the Jacobian of $\tilde{v}$ evaluated at $x$. 
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Proposition 5.3. If the $r^f \times r^f$ square matrix $C^f \bar{v}'(x_0 + \bar{x}^s + \bar{x}^f)U^f$ is invertible, then there exists a function $\phi: \mathbb{R}^N \to \mathbb{R}^N$ such that $\bar{x}^f = \phi(x_0 + \bar{x}^s)$ satisfies (5.2b).

Corollary 5.4. Assume that the condition of Proposition 5.3 is met. Then the Jacobian of $\bar{x}^f = \phi(x_0 + \bar{x}^s)$ with respect to $\bar{x}^s$ is

$$\frac{d\bar{x}^f}{d\bar{x}^s} = -U^f \left[ C^f \bar{v}'(x_0 + \bar{x}^s + \bar{x}^f)U^f \right]^{-1} C^f \bar{v}'(x_0 + \bar{x}^s + \bar{x}^f)$$

where $\frac{d\bar{x}^f}{d\bar{x}^s}$ denotes the Jacobian of $\bar{x}^f$ with respect to $\bar{x}^s$. The definition of $M^f$ is independent of the bases of $\text{Col}(S^f)$ and $\text{Row}(S^f)$ used to construct $U^f$ and $C^f$ respectively.

Proof. These results follow immediately from applying the IFT to the function $F$ in (5.4), where Lemma 5.1 implies that (5.2b) is equivalent to $F(x_0 + \bar{x}^s, \bar{x}^f) = 0$. The Jacobian of $F$ with respect to $\bar{x}^f$ is

$$\frac{\partial F}{\partial \bar{x}^f} = C^f \bar{v}'(x_0 + \bar{x}^s + U^f \bar{x}^f)U^f.$$

By Theorem 5.2, if this $r^f \times r^f$ square matrix evaluated at the given $(\bar{x}^s, \bar{x}^f)$ is invertible then a function $\psi: \mathbb{R}^N \to \mathbb{R}^{r^f}$ exists such that $\bar{x}^f = \psi(x_0 + \bar{x}^s)$ locally around $\bar{x}^s$. The value of $\bar{x}^f = U^f \bar{x}^f$ can then be found by composing $\bar{x}^f = \phi(x_0 + \bar{x}^s) := U^f \psi(x_0 + \bar{x}^s)$. Clearly this function satisfies (5.2b), and hence Proposition 5.3 holds.

To prove Corollary 5.4, the second part of Theorem 5.2 implies that the function $\bar{x}^f = \psi(x_0 + \bar{x}^s)$ has derivative

$$\frac{d\bar{x}^f}{d\bar{x}^s} = \left[ \frac{\partial F}{\partial \bar{x}^f} \right]^{-1} \left[ \frac{\partial F}{\partial \bar{x}^s} \right]$$

$$= -\left[ C^f \bar{v}'(x_0 + \bar{x}^s + U^f \bar{x}^f)U^f \right]^{-1} C^f \bar{v}'(x_0 + \bar{x}^s + U^f \bar{x}^f).$$

Since $\bar{x}^f = U^f \bar{x}^f$, this derivative can be pre-multiplied by $U^f$ to give

$$\frac{d\bar{x}^f}{d\bar{x}^s} = U^f \frac{d\bar{x}^f}{d\bar{x}^s} = M^f(x_0 + \bar{x}^s + \bar{x}^f),$$

thus proving (5.5).

Finally, consider another decomposition of $S^f = \bar{U}^f \bar{C}^f = U^f C^f$. These matrices can be related by the invertible $r^f \times r^f$ transformation $T$, representing a change of basis, such that $U^f = U^f T$ and $C^f = T^{-1} C^f$. Forming $M^f$ using $U^f$ and $C^f$ according to the formula given in (5.5) we find that

$$\bar{M}^f = -\bar{U}^f \left[ \bar{C}^f \bar{v}' \bar{U}^f \right]^{-1} \bar{C}^f \bar{v}'$$

$$= -U^f T \left[ T^{-1} C^f \bar{v}' U^f T \right]^{-1} T^{-1} C^f \bar{v}'$$

$$= -U^f T T^{-1} \left[ C^f \bar{v}' U^f \right]^{-1} T T^{-1} C^f \bar{v}'$$

$$= M^f,$$

which implies that $M^f$ is invariant to the choice of decomposition $S^f = U^f C^f$.

\[\square\]
If both the fast layer’s stoichiometric matrix \( S^f = U^f C^f \) and the re-scaled flux vector \( \tilde{\nu} \) satisfy the hypothesis of Proposition 5.3, then this result implies that there exists a function \( \phi \) such that the approximated dynamics (5.2) can be written as
\[
\begin{align*}
\dot{x}^s(t) &= S^f \tilde{\nu}(x_0 + \tilde{x}^s(t) + x^s(t)), \\
\dot{x}^f(t) &= \phi(x_0 + \tilde{x}^f(t)),
\end{align*}
\]
with initial conditions \( \tilde{x}^s = 0 \), and such that the approximated state of the timescale-separated system is given by \( \tilde{x}(t) = x_0 + \tilde{x}^s(t) + \phi(x_0 + \tilde{x}^f(t)) \).

As explained in the previous chapter, the dimension of the ODE (5.6a) is equal to \( r^s = \text{rank}(S^s) \). Assuming that \( r^s < r = \text{rank}(S) \), this therefore defines a model reduction. However, a key problem with this method is the explicit calculation of the function \( \phi \) implied by the manifold (5.3). Corollary 5.4 gives some indication of how this function depends on \( \tilde{x}^s \). In the following section, we will define an alternative representation of the approximated, reduced dynamics (5.6) that obviates the requirement to find \( \phi(\tilde{x}^s) \), except at the initial conditions.

### 5.2.3 Timescales and layered interconnection structure

The dynamics (5.6) result in approximated layer trajectories \( \tilde{x}^s(t) \) and \( \tilde{x}^f(t) \) that sum to give the approximated system trajectory \( \tilde{x}(t) = x_0 + \tilde{x}^s(t) + \phi(x_0 + \tilde{x}^f(t)) \). We now use Corollary 5.4 to express the dynamics of the approximated system state \( \tilde{x}(t) \).

**Theorem 5.5.** Consider the timescale-separated layered decomposition of the system with fast and slow stoichiometric matrices \( S^f \) and \( S^s \) respectively corresponding to the fast and slow reactions, given by the layered dynamics (5.1), where \( \mu \ll 1 \) parametrises the speed of the fast reactions. Then, as \( \mu \to 0 \), the solution \( \tilde{x} \) to
\[
\dot{\tilde{x}} = \left( I + M^f(\tilde{x}) \right) S^s \tilde{\nu}(\tilde{x}),
\]
where \( M^f \) is defined in (5.5), arbitrarily closely approximates the solution \( x = x_0 + \tilde{x}^f + x^s \) of the full system (5.1). The initial conditions of (5.7) are equal to \( \tilde{x}(0) = x_0 + \phi(x_0) \), where \( \phi(x_0) = \lim_{t \to -\infty} \dot{x}^f(t) \) is the steady state of the isolated fast layer with dynamics \( \dot{x}^f = S^f \nu(x_0 + \tilde{x}^f) \), from \( \dot{x}^f(0) = 0 \).

**Proof.** Tikhonov’s Theorem can be applied to conclude that (5.2), and therefore (5.6), is an arbitrarily close approximation to the system dynamics (5.1) as \( \mu \to 0 \). It remains to show that \( x_0 + \tilde{x}^s + \tilde{x}^f \), given by the solutions of (5.6), is equal to \( \tilde{x} \) given by the solution to (5.7).

By taking the derivative of the former, we find that
\[
\frac{d}{dt} \left( x_0 + \tilde{x}^s + \phi(x_0 + \tilde{x}^f) \right) = \left( \dot{\tilde{x}}^s + \frac{d\dot{x}^f}{dx^f} \dot{\tilde{x}}^f \right) = \left( I + M^f(x_0 + \tilde{x}^s + \phi(x_0 + \tilde{x}^f)) \right) \dot{x}^f,
\]
matching the form in (5.7). Furthermore, the initial conditions \( \tilde{x}(0) \) of (5.7) are assumed to be equal to the aggregated initial conditions \( x_0 + 0 + \phi(x_0) \) of the layered system (5.6). Hence the two trajectories are equal, and thus (5.7) is a non-stiff QSS approximation to (5.1). 

\[\square\]
Theorem 5.5 proves that the QSS approximation to the timescale-separated layered system (5.1) is given by the dynamics (5.7). The definition of the matrix $M_f$ given in (5.5) implies that $(M_f)^2 = -(M)$, and hence that $(I + M_f)^2 = (I + M_f)$. This factor, which multiplies the slow layer’s isolated dynamics $S^s \tilde{v}$, is a projection. The QSS approximated dynamics (5.7) can therefore be considered as being in ‘projection form’.

By writing the approximated dynamics in projection form, the effect of the fast layer on the slow layer can be characterised by the matrix $M_f(\tilde{x}(t))$. For example, if $M_f S^s \approx 0$ then the fast layer has very little effect on the slow dynamics; the slow layer in isolation, ignoring the fast dynamics, is a reasonable approximation to the system. In other cases there may be input directions of $\text{Row}(M_f)$ that are closely aligned to vectors in $\text{Col}(S^s)$, implying that, through $M_f$, the fast layer exerts a strong influence on the dynamics at the slow timescale. Furthermore, the dependence of the perturbation $M_f(\tilde{x}(t))$ on the state implies that the strength of the fast layer’s influence is dynamic. Thus, an analysis of the angles between the column space of $S^s$ and the time-varying row space of $M_f(\tilde{x}(t))$ will determine the strength of the fast layer’s influence at the slow timescale.

Similarly to the original layered decomposition, the projection form (5.7) does not immediately appear to be a reduction of the layered system. In Section 4.3.1 it was observed that the dimension of a layer is defined by the rank of its stoichiometric matrix. From the equivalent dynamics (5.6) the dimension of the reduced system is clearly equal to $r^s = \text{rank}(S^s)$. However, the time-varying projection $(I + M_f)$ pre-multiplying $S^s \tilde{v}$ means that the dynamics of (5.7) are not expressed in the form $\dot{\tilde{x}} = S^s \tilde{v}$. Therefore a minimal realisation of these dynamics in a state space of $r^f$ variables is not as easy to determine as it is for (5.6a).

Nevertheless, in projection form the effect of the QSS approximation on the dimension of the system can be seen by pre-multiplying $\dot{x}$ with $M_f$. The fact that $(I + M_f)$ is a projection means that $M_f(\tilde{x}) \dot{\tilde{x}} = 0$. Therefore $\dot{\tilde{x}}$ is constrained to be orthogonal to the row space $\text{Row}(M_f(\tilde{x}))$, which is of dimension $r^f$. Hence there are $r^f$ (potentially nonlinear) conservation constants satisfied by the reduced system (5.7).

A key benefit of the layered approach to QSS approximation is that it quickly produces reduced models without requiring transformations of the state space to be found, and therefore expresses the dynamics of an approximated, lower-dimensional system in the original system coordinates. Furthermore, the projection form (5.7) can be written directly from the fast layer’s stoichiometric matrix and the Jacobian of the flux vector. Thus the implicit function defined by the algebraic equation (5.2b) defining the fast subsystem’s QSS manifold does not need to be found explicitly. Only a single point $\tilde{x}^f(0) = \phi(x_0)$ on this manifold needs to be determined, in order to define the initial condition $\tilde{x}(0) = x_0 + \phi(x_0)$.

5.2.4 Examples

The following two examples illustrate the benefits of applying the layered framework to model reduction by QSS approximation. The first example, based on a simple model of the molecular dynamics of a viral infection and originally given in [191], is a simple example that illustrates how the layered approach can be applied. The second example (returning to the enzyme kinetics BRN (3.7)) is intended to make the benefits of this approach much more apparent. The estab-
lished approach of transforming the state space into fast and slow variables produces an ODE model that is far less clear than that produced by the new, direct approach of layering by flux according to the timescale-separated reactions.

5.2.4.1 Intracellular viral infection

To demonstrate the layered approach to timescale separation, consider the following model of an intracellular viral infection used as Example 4 in [116]. The complete set of reactions is taken from [191], describing the positive feedback of a viral genome $D$ by its product $R$, which also goes on to produce additional viral protein $P$. The viral protein and viral DNA combine to result in additional synthesised virus $V$. These reactions are given by

$$
\begin{align*}
D & \xrightarrow{k_1} R + D, & R & \xrightarrow{k_2} \emptyset, \\
R & \xrightarrow{k_3} R + D, & D + P & \xrightarrow{k_4} V, \\
R & \xrightarrow{k_5/\mu} P + R, & P & \xrightarrow{k_6/\mu} \emptyset,
\end{align*}
$$

where protein production and degradation, modelled by the final two reactions, are assumed to occur on a much faster timescale than the other processes. Hence $P$ takes part in both fast and slow reactions, so that its concentration cannot be considered as being either a fast or slow variable. By denoting $x = ([D], [R], [V], [P])^T$ as the concentration vector, this BRN can be modelled as a rank$(\mathcal{S}) = 4$-dimensional ODE system

$$
\dot{x} = \begin{bmatrix} k_1 x_1 \\ k_2 x_2 \\ k_3 x_2 \\ k_4 x_1 x_4 \\ k_5 x_2 / \mu \\ k_6 x_4 / \mu \end{bmatrix},
$$

for the small parameter $\mu \ll 1$, assuming initial conditions $x(0) = x_0 = (x_{1,0}, \ldots, x_{4,0})^T$.

This system can be approximated by applying Theorem 5.5. Partitioning the reaction set into $\mathcal{R}^s = \{R_1, \ldots, R_4\}$ and $\mathcal{R}^f = \{R_5, R_6\}$ defines a layering by flux such that

$$
\mathcal{S}^s + \mathcal{S}^f = \begin{bmatrix} 0 & 0 & 1 & -1 & 0 & 0 \\ 1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 1 & -1 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & -1 \end{bmatrix}.
$$

\footnote{There is no net production or consumption of $R$ in the fast reaction 5, so that its concentration can still be considered a slow variable.}
According to Theorem 5.5, the dynamics of the QSS approximation to this system are

\[
\dot{\tilde{x}} = \left( I + M^f(\tilde{x}(t)) \right) \begin{bmatrix} 0 & 0 & 1 & -1 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & -1 \end{bmatrix} \begin{bmatrix} k_1 \tilde{x}_1 \\ k_2 \tilde{x}_2 \\ k_3 \tilde{x}_3 \\ k_4 \tilde{x}_4 \end{bmatrix},
\]

where the perturbation \( M^f \) is given by substituting the matrices

\[
U^f = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix}, \quad C^f = \begin{bmatrix} 0 & 0 & 0 & 1 \\ k_1 \tilde{x}_1 \\ k_2 \tilde{x}_2 \\ k_3 \tilde{x}_3 \\ k_4 \tilde{x}_4 \end{bmatrix}, \quad \tilde{\nu}' = \begin{bmatrix} k_5 / k_6 & 0 & 0 & 0 & k_5 - k_6 / k_6 \end{bmatrix}
\]

into the formula (5.5), resulting in the perturbation

\[
M^f = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & k_5 / k_6 & 0 & -1 \end{bmatrix}
\]

and hence the approximated dynamics in projection form (5.7) of

\[
\dot{\tilde{x}} = \left( I + M^f(\tilde{x}(t)) \right) \begin{bmatrix} 0 & 0 & 1 & -1 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ k_5 / k_6 & -k_5 / k_6 & 0 & 0 \end{bmatrix} \begin{bmatrix} k_1 \tilde{x}_1 \\ k_2 \tilde{x}_2 \\ k_3 \tilde{x}_3 \\ k_4 \tilde{x}_4 \end{bmatrix},
\]

(5.9)

The initial conditions of the approximated system are equal to \( x_0 + \phi(x_0) \), where the initial condition of the approximated fast layer \( \phi(x_0) = \lim_{t \to \infty} \tilde{\nu}'(t) \) is the steady state value of the fast layer in isolation. This is the system with dynamics

\[
\dot{\tilde{\nu}} = \begin{bmatrix} k_5 (x_{2,0} + x_{2,f}) \\ k_6 (x_{4,0} + x_{4,f}) \end{bmatrix},
\]

initialised from \( \tilde{\nu}' = 0 \). It is trivial to find \( \phi(0) = (0, 0, 0, k_5 / k_6 x_{2,0} - x_{4,0})^T \).

The new stoichiometric matrix in (5.9) is constant and of rank 3. Therefore the projection form (5.7), in this case at least, produces a reduced-dimensional system compared to the original 4-dimensional system (5.8). The ratio \( k_5 / k_6 \) determines the extent to which the fast dynamics influence the isolated slow dynamics, quantified by the angle between the row space of \( M^f \) and the column space of \( S^s \). The smaller \( k_5 / k_6 \) is, the greater the effect of the fast reactions on the slow dynamics. As \( k_5 / k_6 \) grows larger, the row space of \( M^f \) becomes more orthogonal to the
column space of \( S \), and the effect of the fast reactions is reduced.

The equation \( M_f(\tilde{x})\dot{\tilde{x}} = 0 \) implies that the vector field of the reduced system is always orthogonal to the row space of \( M_f \), spanned by the vector \( \{0, k_5/k_6, 0, -1\}^T \). Hence we can conclude that \( \frac{k_5}{k_6} \tilde{x}_2 - \tilde{x}_4 = 0 \), and thus that \( k_5 \tilde{x}_2 - k_6 \tilde{x}_4 \) is constant. Indeed, from the initial conditions \( \tilde{x}(0) \) of the approximated system we can conclude that \( k_5 \tilde{x}_2(t) - k_6 \tilde{x}_4(t) = 0 \) for all \( t \).

The conclusions of this example are not difficult to achieve through the more established methods for model reduction. In this case, we would define a new fast variable \( z = x_3 + x_4 \), which is assumed to reach quasi-steady state. Nevertheless, now that the layered approach has been demonstrated for the QSS reduction of this simple nonlinear system, the following example is intended to illustrate the benefits of the layered approach. In particular, the approximated system will be expressed in the original state space, meaning that no state-space transformation is required, and ensuring that the approximated system can be analysed in terms of the originally-modelled quantities.

5.2.4.2 Enzyme kinetics

Consider again the enzyme kinetics introduced in Section 3.2, and now assume that the reversible binding of the substrate \( X \) with enzyme \( E \) is fast. The reaction rates can be parametrised by a small positive constant \( \mu \ll 1 \) such that

\[
X + E \xrightarrow{k_1/\mu} C \xrightarrow{k_2} Y + E,
\]

with \( k_{-1}, k_1, \) and \( k_2 \) on the same scale. The dynamics of this BRN are given by (3.8) with scaled reaction rates, such that

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{c}(t)
\end{bmatrix} =
\begin{bmatrix}
-1 & 1 & 0 \\
1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
k_1 x(t) [E_0 - c(t)] / \mu \\
k_{-1} c(t) / \mu \\
k_2 c(t)
\end{bmatrix}, \tag{5.10}
\]

with initial conditions \( (x(0), c(0)) = (x_0, c_0) \). This ODE implies that, while \( x \) is a fast variable, the variable \( c \) cannot be classified as either fast or slow, since it takes part in both fast and slow reactions.

The typical strategy for timescale analysis in this case is to transform the state space, so that the new variable \( z = x + c \) will be slow, while \( x \) is fast. The QSS approximation of the transformed system results in approximated slow dynamics \( \dot{\tilde{z}} = -k_2(\tilde{z} - \tilde{x}) \), with \( \tilde{x} \) found in terms of \( \tilde{z} \) by the solution to the following algebraic equation

\[
k_1 \tilde{x}^2 - (k_1 \tilde{z} + k_1 E_0 + k_{-1}) \tilde{x} - k_{-1} \tilde{z} = 0,
\]

defining the QSS manifold. Hence the resulting approximated dynamics are not expressed directly in the concentrations \( x \) and \( c \) originally being modelled. Furthermore, the resulting ODE,
written in terms of \( \delta \)

\[
\dot{\delta} = -k_2 \left( \delta - \frac{k_1 z + k_1 E_0 + k_{-1} + \sqrt{(k_1 z + k_1 E_0 + k_{-1})^2 + 4k_1 k_{-1}}}{2k_1} \right)
\]

is not easily interpreted, biochemically.

We can now compare this approach with the direct, layered, reduction method introduced in this chapter. Indexing the three reactions according to the columns of \( S \) written above, the reactions partition into \( \mathcal{R}^f = \{R_1, R_2\} \) and \( \mathcal{R}^s = \{R_3\} \). This implies that the corresponding layered stoichiometric matrices are

\[
S^f + S^s = \begin{bmatrix} -1 & 1 & 0 \\ 1 & -1 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}.
\]

Furthermore, the flux vector \( \mathbf{v} \) is rescaled into \( \mathbf{v}^T = [k_1 x(E_0 - c), k_{-1}, k_2 c] \). Applying Theorem 5.5, the approximated dynamics are equal to

\[
\begin{bmatrix} \dot{x} \\ \dot{c} \end{bmatrix} = \left( \mathbf{I} + \mathbf{M}^f(\bar{x}, \bar{c}) \right) \begin{bmatrix} 0 \\ -1 \end{bmatrix} k_2 \bar{c},
\]

where \( \mathbf{M}^f(\bar{x}, \bar{c}) \) can be found by the formula (5.5) in terms of the column and row spaces of the fast layer’s stoichiometric matrix \( S^f \) and the Jacobian of \( \mathbf{v} \). Substituting the matrices

\[
\mathbf{U}^f = \begin{bmatrix} -1 & 1 \\ 1 & -1 \end{bmatrix}, \quad \mathbf{C}^f = \begin{bmatrix} 1 & -1 \\ -1 & 0 \end{bmatrix}, \quad \mathbf{v}' = \begin{bmatrix} k_1(E_0 - c) & -k_1 x \\ 0 & k_{-1} \\ 0 & k_2 \end{bmatrix}
\]

into (5.5) implies that the matrix \( \mathbf{M}^f \) defining the approximated dynamics in projection form (5.7) is given by

\[
\mathbf{M}^f(\bar{x}, \bar{c}) = \frac{1}{k_1(E_0 - \bar{c}) + (k_1 \bar{x} + k_{-1})} \begin{bmatrix} -1 \\ 1 \end{bmatrix} \begin{bmatrix} k_1(E_0 - \bar{c}) & -(k_1 \bar{x} + k_{-1}) \end{bmatrix}.
\]

By denoting \( A(\bar{x}, \bar{c}) = k_1(E_0 - \bar{c}) \) and \( B(\bar{x}, \bar{c}) = k_1 \bar{x} + k_{-1} \), this matrix can then be substituted into (5.7) to give the QSS approximated dynamics

\[
\begin{bmatrix} \dot{x} \\ \dot{c} \end{bmatrix} = \frac{1}{A + B} \begin{bmatrix} B & B \\ A & A \end{bmatrix} \begin{bmatrix} 0 \\ -1 \end{bmatrix} k_2 \bar{c} = \frac{-1}{A + B} \begin{bmatrix} B \\ A \end{bmatrix} k_2 \bar{c}
\]

from initial conditions \( (\bar{x}(0), \bar{c}(0))^T = (x_0, c_0)^T + \mathbf{\phi}(x_0, c_0) \). Here, the fast layer’s initial condition \( \mathbf{\phi}(x_0, c_0) = \lim_{t \to \infty} (\hat{x}^f(t), \hat{c}^f(t))^T \) is the steady state of the isolated fast layer

\[
\begin{bmatrix} \hat{x}^f \\ \hat{c}^f \end{bmatrix} = \begin{bmatrix} -1 & 1 \\ 1 & -1 \end{bmatrix} \begin{bmatrix} k_1(\dot{x}_0 + \hat{x}^f) \cdot (E_0 - \hat{c}^f) \\ k_{-1}(c_0 + \hat{c}^f) \end{bmatrix},
\]

initialised from \( (\hat{x}^f(0), \hat{c}^f(0))^T = 0 \), which can either be found numerically or (in this case) ana-
lytically by solving a single quadratic equation.

Clearly, the ODE (5.12) modelling the QSS approximated dynamics quantifies the effect of the fast layer on the slow dynamics much more explicitly than the result (5.11) of the more established approach. In particular, the slow layer’s dynamics in isolation model the complex concentration’s rate of decay by \( \dot{c}_s = -k_2(c_0 + c^s) \), starting from \( c^s(0) = 0 \). However, the effect of the fast layer is to multiply this decay rate by a factor \( \frac{A}{A + B} \leq 1 \), thereby slowing the decay. As \( C \) is lost by the production reaction \( C \rightarrow P + E \), it is partly replenished by the fast reactions that instantly equilibrate \( X \) and \( C \). Thus the decrease in \( C \) is slower.

The extent of the fast reactions’ effect on the slow timescale can be altered by adapting the fast layer’s parameters. In particular, if \( E_0 \ll 1 \), then the row space of \( \text{Row}(M^f) \) is generated by the single vector \((A, -B)\) that is approximately parallel to \([0, -1]\). Hence the row space \( \text{Row}(M^f) \) is closely aligned with the column space of \( S^s \), implying that the fast layer has a very strong impact on the slow dynamics, slowing the decay of \( c \). Conversely, for large amounts of total enzyme \( E_0 \gg k_{-1} \), the vector \((A, -B)\) generating the row space \( \text{Row}(M^f) \) is now closely aligned with \([1, 0]\), and therefore approximately orthogonal to the slow dynamics. In this case, the effect of the fast reactions on the slow dynamics is greatly reduced.

As mentioned in Section 5.2.3, the fact that the dynamics (5.12) are a reduction of (5.10) is not immediately apparent. Although the stiffness has been approximated, there are still two coordinates, and there is no obvious small-rank stoichiometry that we can use to express the dynamics in a lower-dimension state space, in the manner described in Section 4.3.1. However, the relationship \( M(\tilde{x})\dot{\tilde{x}} = 0 \) implies, in this case, that

\[
 k_1(E_0 - \bar{c})\dot{\tilde{x}} - (k_1\tilde{x} + k_{-1})\dot{\bar{c}} = 0,
\]

or equivalently that \( k_1(E_0 - \bar{c})\dot{x} - k_{-1}\dot{c} \) is constant. The value of this constant is found by substituting the initial conditions \((\dot{x}(0), \dot{c}(0))\). The approximated solution remains on this nonlinear manifold in phase space, reducing the system from two to one dimension.

This example has demonstrated that the layered framework, applied to QSS approximation, can produce a reduced, approximated system directly in terms of the original system coordinates. The approximated dynamics are easily expressed in terms of the stoichiometry and Jacobian of the fast reactions, and can be interpreted in terms of the interaction between the fast and slow subsystems. The following section develops the approach introduced here to apply to systems that separate into more than two timescales.

### 5.3 Multiple Timescales

Large scale biological models may contain so many processes that they can be separated into more than 2 timescales. Suppose that the reaction set \( \mathcal{R} \) admits a partition into \( L > 2 \) disjoint subsets \( \mathcal{R}^l \), for \( l = 1, \ldots, L \), where each subset corresponds to a distinct timescale. The layered approach to timescale separation remains applicable in this case, by simply layering by flux into \( L \) layers with stoichiometric matrices \( S^l \) corresponding to the reaction subsets \( \mathcal{R}^l \). Assume that the reaction index is ordered such that the flux vector \( v \) can be written to model the \( L \) timescales.
by

\[
\mathbf{v} = \begin{bmatrix}
v^1 \\
v^2 / \mu \\
\vdots \\
v^L / (\mu)^{L-1}
\end{bmatrix},
\]

where the gap between successive timescales is parametrised by the small positive constant \( \mu \ll 1 \). The components of each \( v^l \) are assumed to take values on the same scale.

Similarly to the derivation of (5.1), a rescaled flux vector \( \bar{\mathbf{v}} = [v^1, \ldots, v^L]^T \) can be used together with the layered stoichiometric matrices \( S^l \) to define the layered dynamics

\[
(\mu)^{l-1} \dot{x}^l(t) = S^l \bar{\mathbf{v}}(x_0 + x^1(t) + \cdots + x^L(t)),
\]

with initial conditions \( x^l(0) = 0 \) for each \( l = 1, \ldots, L \). These dynamics are a realisation of the timescale-separated ODE (1.2), which can now be approximated using the layered QSS technique introduced in Section 5.2.

### 5.3.1 Layered QSS approximation

First, a timescale of interest needs to be selected. Without loss of generality, we can assume that this timescale is the slowest timescale in the model. This assumption can be justified by first considering any faster timescale, corresponding to a layer \( k \) where \( 1 < k \leq L \). In order to approximate the system at this timescale, \( t \) needs to be rescaled by a factor of \( (\mu)^{k-1} \) so that the layered dynamics (5.13) are re-written

\[
(\mu)^{l-k} \dot{x}^l(t) = S^l \bar{\mathbf{v}}(x_0 + x^1(t) + \cdots + x^L(t)) \quad \text{for} \quad l = (k+1), \ldots, L.
\]

As usual, the QSS approximation is to consider the system in the limit as \( \mu \to 0 \). In this case, the states \( x^l \) of layers \( l = 1, \ldots, (k-1) \) are approximated to be constant \( \bar{x}^l(t) = 0 \) for all \( t \), and all slower layers can simply be ignored. The timescale of interest is then the slowest of all of the non-constant layers; hence, no generality is lost by considering only the slowest timescale.

Thus the QSS approximation of the layered system at the slowest timescale is carried out by letting \( \mu \to 0 \) in (5.13). One possible approach would be to re-partition the reaction set into only two sets, \( \mathcal{R}^s = \mathcal{R}^1 \) and \( \mathcal{R}^f = \bigcup_{l=2}^L \mathcal{R}^l \). The system can then be approximated at the slowest timescale according to the strategy outlined in Section 5.2. Alternatively, the following technique relies on a sequence of successive approximations, starting from approximating the fastest layer \( L \) and proceeding up the sequence of timescales until all of the fast layers have been approximated.

**Proposition 5.6.** The layered dynamics (5.13) at the slowest timescale can be approximated by the
ODE system

\[ \dot{x}^1(t) = S^1 \tilde{v}(x_0 + \tilde{x}^1(t) + \tilde{x}^2(t) + \cdots + \tilde{x}^L(t)), \]  
\[ \dot{x}^l(t) = \phi^l(x_0 + \tilde{x}^1(t) + \cdots + \tilde{x}^{l-1}(t)), \text{ for } l = 2, \ldots, L, \]

(5.14a)

(5.14b)

if the matrix \( C^l(\tilde{v}^l)U^l \) is invertible, for \( l = 2, \ldots, L \).

Here, the static nonlinear functions \( \phi^l(z) \), for \( l = 2, \ldots, L \), satisfy the algebraic equations defining the QSS manifolds \( 0 = S^l \tilde{v}^l(z + \phi^l(z)) \), and the functions \( \tilde{v}^l \) are defined recursively as

\[ \tilde{v}^l(z) = \tilde{v}(z), \quad \tilde{v}^{l-1}(z) = \tilde{v}(z + \phi^l(z)) \]

(5.15)

for decreasing \( l = L, (L - 1), \ldots, 2 \).

Proof. See the proof given in Appendix B.1.

This result implies that a system, layered by flux on multiple timescales, can be approximated by a sequence of \( L \) layers. The trajectory of the slowest layer’s state \( \tilde{x}^1 \) drives the state \( \tilde{x}^2 = \phi^2(x_0 + \tilde{x}^1) \) of the next slowest timescale. These layers together drive the state \( \tilde{x}^3 \) of the next slowest layer, and so on down the timescales. The eventual approximated dynamics of the system are equal to the sum \( \tilde{x} = x_0 + \sum_{l=1}^{L} \tilde{x}^l \) of the layered states.

5.3.2 Projection form

Note that, when the approximated system is written in the form (5.14), the \( L - 1 \) functions \( \phi^l \) must be constructed, which may be relatively impractical. However, similarly to the projection form introduced in Section 5.2.3, the dynamics of the approximate system’s state \( \tilde{x} \) can be written directly in terms of the faster layers’ stoichiometric matrices, as follows.

Definition 5.7 For decreasing \( l = L, (L - 1), \ldots, 2 \), define the interlayer communication matrices \( M^{l,l} \) recursively such that

\[ M^{l,l} = -U^l (C^l \tilde{v}^l U^l)^{-1} C^l \tilde{v}^l \]

(5.16a)

\[ M^{l,l} = -U^l (C^l \tilde{v}^l P^l P^{l-1} \cdots P^{l+1} U^l)^{-1} C^l \tilde{v}^l P^l P^{l-1} \cdots P^{l+1}, \]

(5.16b)

where \( P^l = I + M^{l,l} \) for \( l = 2, 3, \ldots, L \).

Proposal 5.8. Consider the BRN model \( \dot{x} = Sv(x) \) with initial conditions \( x(0) = x_0 \), and with reactions taking place on \( L \) different timescales, admitting the layered decomposition (5.13). Define also the non-stiff dynamics

\[ \dot{x} = P^l P^{l-1} \cdots P^2 S^1 v(\tilde{x}), \]

(5.17)

where the projections \( P^l \) are defined in (5.16). The initial conditions of (5.17) are given by \( x_0 + \sum_{l=2}^L \tilde{x}^l(x_0) \), where each \( \phi^l(x_0) = \lim_{t \to -\infty} \tilde{x}^l(t) \) is the steady state of layer \( l \), isolated from the slower layers \( k < l \). For \( \tilde{v}^l \) defined in (5.15), the isolated layers that generate the initial conditions have dynamics

\[ \dot{x}^l = S^l \tilde{v}^l(x_0 + \tilde{x}^l), \]
initialised from \( \dot{x}^l(0) = 0 \). As \( \mu \to 0 \), the solution \( \dot{x} \) of the dynamics (5.17) arbitrarily closely approximates the solution \( x \) of the original timescale-separated system.

**Proof.** See the proof given in Appendix B.2. \( \square \)

Similarly to the QSS approximation given in (5.14), the expressions (5.16) and (5.17) give an interesting interpretation of how the different timescales interact to produce the overall dynamics at the slowest timescale. The expression (5.17) implies that the dynamics of the isolated slow layer are sequentially projected by \( P^2 \) through to \( P^L \), representing the effect on the slowest timescale of each layer’s dynamics at progressively faster timescales. Thus information propagates down the layers from the slowest to the fastest.

However, the definition of each \( P^l = I + M^{l,l} \) where \( M^{l,l} \) is given by (5.16) implies that the faster layers \( k > l \) affect how the slower layers \( j < l \) drive layer \( l \). For example, the projection \( P^2 \) corresponding to the second-slowest layer 2 depends on the projections \( P^k \) of the other, faster, layers \( k > 2 \). Therefore information also propagates up the timescales, so that the way in which an intermediate timescale depends on the slowest dynamics is affected by the presence of faster dynamics.

### 5.3.3 Example

To illustrate the interaction between layers on \( L > 2 \) timescales, consider the simple BRN

\[
X_1 \xrightarrow{k_1} X_2 \xrightarrow{k_{2/\mu}} X_3 \xrightarrow{k_{3/(\mu)^2}} X_4,
\]

where all of the \( k_{\pm,l} \) are assumed to be on the same scale. There are three timescales in this network, corresponding to each reversible reaction. The Jacobian of the (rescaled) flux vector \( \bar{v} \) is equal to

\[
\bar{v}' = \begin{bmatrix}
  k_1 & 0 & 0 & 0 \\
  0 & k_{-1} & 0 & 0 \\
  0 & k_2 & 0 & 0 \\
  0 & 0 & k_{-2} & 0 \\
  0 & 0 & k_3 & 0 \\
  0 & 0 & 0 & k_{-3}
end{bmatrix},
\]

Together with the decompositions \( S^l = U^l C^l \) of each layer’s stoichiometric matrix, this matrix can be used to construct the projections \( P^3 \) and \( P^2 \) according to Definition 5.7. These projections, representing the sequential action of each layer at the slow timescale, are

\[
P^3 = \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  0 & 0 & \alpha & \alpha \\
  0 & 0 & 1-\alpha & 1-\alpha
end{bmatrix}, \quad P^2 = \begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1-\beta & 1-\beta & 1-\beta \\
  0 & \beta & \beta & -(1-\beta) \\
  0 & 0 & 0 & 1
end{bmatrix},
\]

for the parameters

\[
\alpha = \frac{k_{-3}}{k_3 + k_{-3}}, \quad \beta = \frac{k_2}{k_2 + \alpha k_{-2}}.
\]
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Concentration space spanned by the single basis vector product $P_3$ layer equilibrates the resulting change in $X_3$ then equilibrates any change in $X_4$. The slow dynamics are sequentially projected by layer 2 and then layer 3. First, layer 2 instantaneously equilibrates the effect of layer 2. Particular, it follows from the expression for $\beta$ that $\frac{\alpha}{\beta} \approx \frac{1}{3}$. With this compensating action, setting $\alpha = 1 - \alpha_1$ inverts the ratio of $X_3$ to $X_4$ without affecting the slower timescales.

By Proposition 5.8, the approximated system is then written in projection form on the slowest timescale as

$$\dot{x} = P^3 P^2 S^1 v(\bar{x}) = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & (1 - \beta) & (1 - \beta) & (1 - \beta) \\ 0 & \alpha \beta & \alpha \beta & \alpha \beta \\ 0 & (1 - \alpha) \beta & (1 - \alpha) \beta & (1 - \alpha) \beta \end{bmatrix} \begin{bmatrix} -1 \\ 1 \\ 1 \\ 1 \end{bmatrix} + \begin{bmatrix} k_1 \tilde{x}_1 \\ k_2 \tilde{x}_2 \end{bmatrix}.$$  

The slow dynamics are sequentially projected by layer 2 and then layer 3. First, layer 2 instantaneously equilibrates any change in $X_2$ across $X_2$ and $X_3$ in the ratio $1 - \beta$ to $\beta$. Similarly, the fastest layer equilibrates the resulting change in $X_3$ across $X_3$ and $X_4$, in the ratio $\alpha$ to $1 - \alpha$. Taking the product $P^3 P^2 S^1$ implies that the values $\bar{x}(t)$ of the approximated state lie in the one-dimensional space spanned by the single basis vector $(-1, (1 - \beta), \alpha \beta, (1 - \alpha) \beta)^T$.

The action of each timescale has been identified through the projections $P^3$ and $P^2$. Importantly, the effect $P^2$ of layer 2 depends on the faster layer 3 through the influence of $\alpha$ on $\beta$. In particular, it follows from the expression for $\beta$ that $\alpha < 1$ effectively re-scales the rate $k_{-2}$ of the reverse reaction $X_2 \rightarrow X_3$ to reduce its speed, thereby affecting the impact of the equilibration action of layer 2.

A simple illustration of how information propagates between layers can be demonstrated by tuning the parameter $\alpha$, as simulated in Figure 5.1. Suppose we intend to increase the concentration of $X_4$ at the expense of $X_3$. A simple starting point would be to reduce the value of $\alpha = \frac{k_3}{k_1 + k_3}$. If considering the fastest layer in isolation, this implies that the balance of the fastest reactions is shifted to increase $X_4$ at the expense of $X_3$. However, the slower layer’s parameter $\beta$ depends on $\alpha$, such that decreasing $\alpha$ increases $\beta$. Therefore, tuning the rates of the fastest reactions also affects the dynamics of all of the slower layers. As illustrated in the middle plot of Figure 5.1, the indirect effect of decreasing $\alpha$ on the slower timescales feeds back to the fastest layer. In the case depicted, where the intention is to reverse the ratio of $X_3$ to $X_4$ at each time point, the increase in $X_4$ is much higher than intended, at the expense of $X_1$ and $X_2$.
5.4 Discussion

This chapter has applied the framework of layering by flux, introduced in Chapter 4, to the quasi-steady state approximation of BRNs with timescale-separated reaction rates. The technique is introduced in Section 5.2 in the context of two timescales, and extended in Section 5.3 to systems with dynamics on more than two timescales. Proposition 5.8 produced dynamics in projection form (5.17) for the system under the quasi-steady state approximation. This form identifies the sequential effect of each successively faster layer on the approximated dynamics at the slowest timescale, as the slower layers drive the dynamics of the faster layers. However, the matrices (5.16) that define how each timescale's dynamics responds to the driving force of slower timescales are all also dependent on the presence of faster layers. Therefore information propagates both down the cascade from slow layers to fast, but also up the cascade as the fast layers alter the behaviour of the slow layers. We illustrated this behaviour in Section 5.3.3 with an example of a simple linear system with three timescales, where tuning the reactions on the fastest timescale indirectly affects the behaviour of the intermediate timescale.

This example demonstrates that, when tuning or controlling a multi-scale, layered system to exhibit a certain desired behaviour at a given scale, we must account for the interlayer communication structure causing additional effects at different scales. These may then feed back to the layer being tuned, meaning that the tuned parameters or designed controller is suboptimal. Furthermore, we cannot assume that the cascade of tuning effects is all in one direction: tuning the dynamics of any layer has consequences for the dynamics of all other timescales, including slower ones. The very simple example in Section 5.3.3 is a proof of principle, demonstrating that our framework may enable a design methodology that insulates layers so that control actions affect only specific timescales. For example, the rightmost trajectory in Figure 5.1 shows that, by simultaneously controlling \( k_{-2} \) such that the effective reaction rate \( k_{-2} \alpha \) is constant, the behaviour of the intermediate scale's layer remains unaffected by tuning \( \alpha \). In this way, a single scale can be controlled by designing appropriate compensating actions that insulate the other timescales from unintended consequences. This example is simple, because the interlayer communication structure is constant. However, in general the projections \( P_l(\tilde{x}) \) given by Definition 5.7 are also state-dependent. This means that the interlayer communication structure is dynamic; the influence of a fast layer on a slow layer will change over time. Nevertheless, an important direction for potential future work is the formulation of design principles for the reliable parameter-based control of multi-scale systems.

This chapter has considered how to use the layered interconnection structure to analyse the interactions between coupled layers with dynamics that separate in scale. However, there may be cases where the system's reactions or species all occur on the same scale, and the problem of how to choose a layered decomposition remains. The following chapter further develops the concept of the layered interconnection structure in such cases.
Chapter 6

Signal Propagation I: Steady State Analysis

This chapter is concerned with the application of the layered decomposition framework to decompose the steady-state parameter sensitivity analysis of large-scale BRNs, introduced in Section 6.1. Section 6.2 investigates how, given a particular layered decomposition of a BRN, each isolated layer’s response to a given parameter perturbation maps to its response when all layers are integrated together. This map can be used to characterise the interlayer communication structure, as shown in Section 6.3. Finally, Section 6.5.1 briefly discusses how the interlayer communication structure of a proposed layered decomposition provides a criterion for measuring its quality, and proposes how this may be used in an algorithm to automatically select the ‘best’ layered decomposition.

6.1 Parameter Sensitivity Analyses

This section briefly reviews a number of techniques for parameter sensitivity analysis [218]. In general, the goal of parameter sensitivity analysis is to quantify how a particular output of a dynamical system responds to a parameter perturbation. For example, the output in question could be the steady state, which we will use in this chapter. Alternatively, the sensitivity could be measured by the $L_2$ norm of the change in trajectory, which was introduced in Chapter 2, and which will be revisited in Chapter 7.

Regardless of which output is being measured, its sensitivity to parameter changes may be evaluated in, broadly, two different ways [218]. First, brute-force methods can be used to map how a system’s output depends on the values of various parameters as they vary across a broad range. By contrast, local approaches seek to quantify the system’s sensitivity to small perturbations around a given set of nominal parameter values. The former has the benefit of being valid across a wide range of possible parameter values, at the expense of computational cost.
6.1.1 Problem statement

This chapter will focus on the technique of quantifying the sensitivity to small perturbations of the vector \( \pi = (\pi_1, \ldots, \pi_r)^T \in \mathbb{R}^r \) of \( r \) nominal constant parameter values\(^1\). The general BRN dynamics (1.2) can be written to explicitly depend on \( \pi \), such that

\[
\dot{x} = S \nu (x_0 + x; \pi), \tag{6.1}
\]

with initial conditions \( x(0) = 0 \). Note that the state of (1.2) has been translated to also make the dependence of the dynamics on the initial conditions \( x_0 \) explicit. The initial conditions \( x_0 \) can also be thought of as parameters, in the sense that they are a vector of constants that influence the trajectory of the system. Hence, in the translated BRN ODE (6.1) it is explicit that the solution will depend both on the parameters \( \pi \) and on the initial conditions \( x_0 \).

Assume that, for given initial conditions and given parameter values, the BRN with dynamics (6.1) approaches a steady state \( \lim_{t \to \infty} x(t) = \bar{x} \). Given \( (x_0, \pi) \), the trajectory of \( x \) from \( x(0) = 0 \) uniquely defines the steady state \( \bar{x}(x_0, \pi) \) satisfying the equation

\[
0 = S \nu (x_0 + \bar{x}; \pi). \tag{6.2}
\]

It is important to note that (6.2) on its own does not necessarily define \( \bar{x} \) uniquely, since there may be multiple solutions; there is an additional constraint that \( \bar{x} \in \text{Col}(S) \). The goal of local parameter sensitivity analysis is to identify the response of \( \bar{x}(x_0, \pi) \) to a small change in one or more of the parameters \( \pi_i \). This response is defined as the derivative \( \partial \bar{x} / \partial \pi_i \), if it exists. The sensitivity of the steady state to all parameters can be found as the Jacobian \( \partial \bar{x} / \partial \pi \).

Similarly the response of \( \bar{x}(x_0, \pi) \) to a change in the initial conditions is given by the Jacobian \( \partial \bar{x} / \partial x_0 \), if it exists. However, for the sake of notation, we will assume in the rest of this chapter that the only possible perturbations will be to \( \pi \), and that \( x_0 \) is fixed and given. In this case, \( \bar{x} = \bar{x}(\pi) \) depends on \( \pi \) only, and the parameter sensitivity Jacobian is therefore denoted \( d \bar{x} / d \pi \).

6.1.2 Parameter sensitivity in BRNs

Metabolic Control Analysis (MCA) is a popular technique for parameter sensitivity analysis in the context of BRNs [65]. In this setting, the steady-state response of metabolic networks is subject to perturbations in parameters that represent constant, externally controlled enzyme concentrations. The local analysis introduced in Section 6.1.1 is slightly altered to take place in logarithmic space, by defining sensitivity as \( \partial \log(x_i) / \partial \log(\pi_j) \). This approach allows for the derivation of a number of useful summation theorems. Furthermore, a closely related topic that is currently under investigation is parameter identifiability. In particular, systems biology models have been shown in many cases to be ‘sloppy’, where certain measured outputs are insensitive to variations in some parameter values, and extremely fragile to others [81, 208].

Other approaches to parameter sensitivity analysis make use of decomposition techniques. The development of MCA inspired related research in modular [178] and hierarchical [32, 90] control analyses, the aim of which was to apply MCA techniques and results to decomposed

\(^1\)We assume that \( \pi_i \) are constant over all \( t \geq 0 \), to distinguish them from the more general case of external time-varying inputs to the system, which would be more conventionally denoted \( u_i \).
systems. For example, hierarchical control analysis, as described in Section 4.4, assumes that mass does not flow between subsystems. This special case is used to quantify the interactions between subsystems, allowing for a decomposed approach to parameter sensitivity that relates system responses to the isolated response of individual subsystems. The modular decomposition of parameter sensitivity analysis has also been investigated in the context of BRN model reconstruction [104, 105]. Here, the authors consider a large-scale model consisting of a set of known modules, with an unknown interconnection structure to be determined. By designing a set of experiments on the large-scale system, they show that an ‘interaction map’ can be experimentally produced that quantifies the interaction between modules. More recent results determine the signs of sensitivities for a given stoichiometry, independently of specific parameter values [189].

The remainder of this chapter will apply the layered framework, introduced in Chapter 4, to decompose parameter sensitivity analysis. Sensitivity will be defined in the form of $\frac{\partial \bar{x}_i}{\partial \pi_j}$, rather than the logarithmic definition used in MCA and its variants. Since sensitivity is quantified in terms of the steady state, we will assume that any layering used to decompose the sensitivity analysis is minimal, so that each layer is also at steady state. The decomposition will result in a relationship between the layers’ isolated parameter sensitivity and their responses when integrated in the large-scale system.

### 6.2 Layered Parameter Sensitivity Analysis

This section will discuss the layered decomposition of parameter sensitivity analysis. The problem statement in Section 6.1.1 defined the steady state $\bar{x}$ of (6.1) as a function of parameters $\pi$ that satisfies the steady state condition (6.2). Before considering a decomposition of this task, we will first outline a technique for the parameter sensitivity analysis of the full-scale system.

In order to illustrate the concepts introduced in this chapter, we use as a running example a model of the set of three reversible reactions

$$
X_1 \xrightleftharpoons{\kappa_1} X_2 \xrightleftharpoons{\kappa_2} X_3 \xrightleftharpoons{\kappa_3} X_4,
$$

(6.3)

where, unlike the example in Section 5.3.3, the reaction rates no longer separate in scale. Assume that the system is layered such that each reversible reaction is in its own layer, whereby

$$
S = \begin{bmatrix}
-1 & 1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
+ \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & 1 & -1
\end{bmatrix}

$$

If the parameters and initial conditions are set such that $k_{\pm i} = i$ and $x_0 = (1,0,0,0)^T$, the steady state of this system is $x_0 + \bar{x} = (0.25,0.25,0.25,0.25)^T$. 89
6.2.1 Non-decomposed sensitivity

As described in Chapter 4, the rank \( r \) stoichiometric matrix \( S = UC \) can be written as the product of the matrices \( U \) and \( C \), the \( r \) columns and rows of which respectively form bases of the column and row space of \( S \). Writing \( x(t) = U\xi(t) \) for a state \( \xi \) taking values \( \xi(t) \in \mathbb{R}^r \), the steady state equation (6.2) is equivalent to

\[
0 = Cv(x_0 + U\bar{\xi}; \pi) = F(\bar{\xi}; \pi),
\]

where \( \bar{x} = U\bar{\xi} \). Note that \( F \) also depends on \( x_0 \), but since it was assumed above that the initial conditions will not be perturbed, this is not made explicit.

As in the proof of Corollary 5.4, the Implicit Function Theorem (IFT) can be applied to the level set of \( F = 0 \) in order to determine how \( \bar{\xi} \), and therefore \( \bar{x} \), depends on \( \pi \). The IFT requires the matrix

\[
\frac{\partial F}{\partial \bar{\xi}}(\bar{\xi}; \pi) = Cv_x(x_0 + U\bar{\xi}; \pi)U
\]

to be evaluated, where \( v_x \) denotes the Jacobian of \( v(x; \pi) \) with respect to the first argument, \( x \). If this matrix, evaluated at the steady state, is invertible then there exists an open set \( \Pi \) containing the nominal parameter vector \( \pi \), and a vector-valued function \( \phi \) such that the steady state \( \bar{\xi} = \phi(\tilde{\pi}) \) varies continuously with \( \tilde{\pi} \in \Pi \). The key result for parameter sensitivity analysis is that the Jacobian of \( \phi \) at \( \pi \) is

\[
\frac{d\bar{\xi}}{d\pi} = -\left( Cv_x(x_0 + U\bar{\xi}; \pi)U \right)^{-1} Cv_{\pi}(x_0 + U\bar{\xi}; \pi),
\]

where \( v_{\pi} \) is the Jacobian of \( v(x; \pi) \) with respect to the components of \( \pi \). Since \( \bar{x} = U\bar{\xi} \), this derivative is pre-multiplied by \( U \) to give

\[
\frac{d\bar{x}}{d\pi} = -U\left( Cv_x(x_0 + \bar{x}; \pi)U \right)^{-1} Cv_{\pi}(x_0 + \bar{x}; \pi),
\]

quantifying the sensitivity of \( \bar{x} = \bar{x}(\pi) \) to the parameters in \( \pi \).

**Continued** For the example system (6.3) with a fixed initial condition vector \( x_0 \), the parameter vector \( \pi = (k_1, k_{-1}, k_2, k_{-2}, k_3, k_{-3})^T \) determines the steady state \( \bar{x} \). For the chosen value of \( \pi = (1, 1, 2, 2, 3, 3)^T \) the steady state is given by \( x_0 + \bar{x} = (0.25, 0.25, 0.25, 0.25) \). In order to characterise the sensitivity of this steady state to perturbations in \( \pi \), consider the Jacobian of the flux vector \( v(x; \pi) \). Each of the partial Jacobians is given by

\[
v_x(x; \pi) = \begin{bmatrix} k_1 & 0 & 0 & 0 \\ 0 & k_{-1} & 0 & 0 \\ 0 & k_2 & 0 & 0 \\ 0 & 0 & k_{-2} & 0 \\ 0 & 0 & k_3 & 0 \\ 0 & 0 & 0 & k_{-3} \end{bmatrix}, \quad v_{\pi}(x; \pi) = \begin{bmatrix} x_1 & 0 & 0 & 0 & 0 & 0 \\ 0 & x_2 & 0 & 0 & 0 & 0 \\ 0 & 0 & x_3 & 0 & 0 & 0 \\ 0 & 0 & 0 & x_3 & 0 & 0 \\ 0 & 0 & 0 & 0 & x_4 & 0 \end{bmatrix},
\]

Continued
while a feasible pair of column and row space matrices satisfying $S = UC$ are

$$U = \begin{bmatrix} -1 & 0 & 0 \\ 1 & -1 & 0 \\ 0 & 1 & -1 \\ 0 & 0 & 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & -1 & 0 \\ 0 & 0 & 0 & -1 & 1 \end{bmatrix}. $$

Substituting these matrices into (6.4) and performing the $3 \times 3$ matrix inverse gives a sensitivity value of

$$\frac{d\bar{x}}{d\pi} = \begin{bmatrix} -0.1875 & 0.1875 & -0.0625 & 0.0625 & -0.0208 & 0.0208 \\ 0.0625 & -0.0625 & -0.0625 & 0.0625 & -0.0208 & 0.0208 \\ 0.0625 & -0.0625 & 0.0625 & -0.0625 & 0.0625 & -0.0208 & 0.0208 \end{bmatrix}. $$

Interestingly, the sensitivity of state $x_4$ has equal magnitude (in two different directions) to perturbations of any parameter, while state $x_1$ is far less sensitive to perturbations in $k_{\pm 3}$ than it is to perturbations in $k_{\pm 1}$. Even state $x_3$, which takes part in reactions with parameters $k_{\pm 3}$, is minimally sensitive to those parameters. This initial analysis suggests that a layered approach would give more insight.

In general, the formula (6.4) for parameter sensitivity requires the inverse of a $r \times r$ matrix to be calculated, where $r$ is the dimension of the system. If this is large, then quantifying a system’s sensitivity in a single step becomes difficult. As with many large-scale systems analysis tasks, decomposition is a natural simplification strategy. By decomposing the steady-state analysis of a system, the response of individual subsystems to parameter perturbations can be identified. This can then be mapped to the response of the integrated system by tracking how these effects propagate across the interlayer connection structure.

### 6.2.2 Direct and indirect parameter sensitivity

The dynamics (6.1) can now be decomposed into $L$ layers by finding $S^l$, for $l = 1,\ldots, L$, such that $S = S^1 + \cdots + S^L$. Each layer's state $x^l$ takes values $x^l(t) \in \mathbb{R}^N$ with dynamics

$$\dot{x}^l = S^l v(x_0 + x^1 + \cdots + x^L; \pi), \quad (6.6)$$

and with initial conditions $x^l(0) = 0$. It is assumed that the layering is minimal, which implies that the layered dynamics inherit the stability of the original system. Hence, there exist $\bar{x}^l$ satisfying

$$0 = S^l v(x_0 + \bar{x}^1 + \cdots + \bar{x}^L; \pi), \quad (6.7)$$

with $x^l(t) \to \bar{x}^l$ as $t \to \infty$ for each $l = 1,\ldots, L$. As shown in the derivation of (4.8), for each layer $l$, the input from the other layers $k \neq l$ can be aggregated into a single input $u^l = \sum_{k \neq l} x^k$, with a resulting steady state input of $\bar{u}^l = \sum_{k \neq l} \bar{x}^k$. Furthermore, using the decomposition of $S^l = U^l C^l$ to write the layered dynamics in a minimal realisation (4.13) implies that the steady state condition (6.7) is equivalent to

$$0 = C^l v(x_0 + U^l \bar{x}^l + \bar{u}^l; \pi) =: F^l(\bar{x}^l, \bar{u}^l, \pi), \quad (6.8)$$
where each layer’s minimally realised state variable $\xi_l$ taking values $\xi_l \in \mathbb{R}^r_l$ has steady state such that $\bar{x}_l = U_l^i \bar{\xi}_l$.

As in the non-decomposed case of Section 6.2.1, the direct response of the steady state $\bar{x}_l$ of layer $l$ to perturbations in $\pi$ can be derived using the Implicit Function Theorem. Assuming that the square matrix $C_l^i v(x_0 + U_l^i \bar{\xi}_l + \bar{u}_l^i; \pi) U_l^i$ is invertible, this theorem implies that the sensitivity of the steady state $\bar{x}_l(\bar{u}_l^i, \pi)$ to perturbations in $\pi$ is

$$\frac{\partial \bar{x}_l}{\partial \pi} = -U_l^i (C_l^i v(x_0 + U_l^i \bar{\xi}_l + \bar{u}_l^i; \pi) U_l^i)^{-1} C_l^i v(x_0 + U_l^i \bar{\xi}_l + \bar{u}_l^i; \pi).$$

Here the matrices $v_x$ and $v_\pi$ again correspond to the Jacobians of the flux vector $v(x; \pi)$ as a function of $x$ and $\pi$ respectively.

Continued Consider the layered decomposition of the system (6.3) of three reversible reactions. The expressions for $v_x$ and $v_\pi$ given in (6.5) remain valid, but now we consider the matrices

$$U_l^1 = \begin{bmatrix} -1 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad C_l^1 = \begin{bmatrix} 1 & -1 & 0 & 0 & 0 \end{bmatrix}$$

decomposing $S_1 = U_1^1 C_1$. Substituting these values into (6.9) gives the isolated response of layer 1 as

$$\frac{\partial \bar{x}_1}{\partial \pi} = \begin{bmatrix} -0.1250 & 0.1250 & 0 & 0 & 0 \\ 0.1250 & -0.1250 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}.$$  

Similarly, the other two layers have isolated responses of

$$\frac{\partial \bar{x}_2}{\partial \pi} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -0.0625 & 0.0625 & 0 \\ 0 & 0 & 0.0625 & -0.0625 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \frac{\partial \bar{x}_3}{\partial \pi} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -0.0417 \\ 0 & 0 & 0 & 0 & 0.0417 \end{bmatrix}.$$  

Clearly, perturbations to $k_{\pm l}$ only have direct effects in layer $l$, for each $l = 1, 2, 3$. However, on summing these matrices we find that the response of $\bar{x} = \bar{x}_1 + \bar{x}_2 + \bar{x}_3$ does not match the result found earlier.

The running example illustrates the general fact that the expression (6.9) will not fully capture the response of $\bar{x}_l(\bar{u}_l^i, \pi)$ to perturbations in $\pi$. This is because the direct response of the layer propagates as an internal perturbation to the other layers’ steady states $\bar{x}_k$ for $k \neq l$. This means that, in many cases indirectly, the other layers’ steady states $\bar{x}_k$ are also dependent on the component of $\pi$ directly affecting the steady state of layer $l$. Thus, perturbations to $\pi$ will also cause the input steady state $\bar{u}_l = \sum_{j \neq l} \bar{x}_j$ to respond. This is made explicit by rewriting (6.8) as

$$0 = C_l^i v(x_0 + U_l^i \bar{\xi}_l + \bar{u}_l^i; \pi) = F_l^i(\bar{\xi}_l; \bar{u}_l^i(\pi), \pi),$$

(6.10)
where it is now explicit that \( \dot{\mathbf{u}}^l \) also depends on \( \mathbf{\pi} \).

**Proposition 6.1.** The sensitivity of the steady state \( \dot{x}^l(\dot{\mathbf{u}}^l(\mathbf{\pi}), \mathbf{\pi}) \) of layer \( l \) to perturbations in the parameter vector \( \mathbf{\pi} \) is

\[
\frac{d\dot{x}^l}{d\mathbf{\pi}} = -U^l(C^l v_x(x_0 + \bar{x}; \mathbf{\pi})U^l)^{-1}\left[ C^l v_x(x_0 + \bar{x}; \mathbf{\pi}) + C^l v_x(x_0 + \bar{x}; \mathbf{\pi}) \frac{d\dot{\mathbf{u}}^l}{d\mathbf{\pi}} \right],
\]

(6.11)

for the system steady state \( \dot{x} = \dot{x}^l + \dot{\mathbf{u}}^l \).

**Proof.** Again apply the Implicit Function Theorem to \( F^l \) in (6.10), to find that

\[
\frac{d\dot{x}^l}{d\mathbf{\pi}} = -\left( \frac{\partial F^l}{\partial \dot{x}^l} \right)^{-1} \left[ \frac{\partial F^l}{\partial \mathbf{\pi}} \frac{d\dot{\mathbf{u}}^l}{d\mathbf{\pi}} \right].
\]

By three simple applications of the chain rule, the required derivatives of \( F^l \) can be found. Since \( \dot{x}^l = U^l \dot{\xi}^l \), we premultiply this derivative by \( U^l \) to give the result. \( \square \)

Thus for each layer \( l \) there are two types of sensitivity to a parameter change. The expression (6.9) for \( d\dot{x}^l/d\mathbf{\pi} \) will be termed the isolated response. This quantity represents the sensitivity of layer \( l \) to perturbations in \( \mathbf{\pi} \), assuming that the steady states of the other layers making up \( \dot{\mathbf{u}}^l \) are held constant. This response is often intuitively obvious. For example, if layering by flux then the vector of reaction rates will be partitioned across the layers. Hence, varying one of the reaction rates \( k_l \) will have a direct effect on only one layer \( l \), and the other direct sensitivities \( d\dot{x}^l/dk_l \) will be zero for \( j \neq l \). Of course, in an integrated system the response of layers \( j \neq l \) to perturbations in \( k_l \) may not be zero; this is where the integrated response in (6.11) applies.

The expression (6.11) for \( d\dot{x}^l/d\mathbf{\pi} \) considers the case where layer \( l \) is integrated with all of the other layers of the system. It includes the integrated responses \( d\dot{x}^k/d\mathbf{\pi} \) of each of the other layers \( k \neq l \) as additional perturbations to layer \( l \). These additional perturbations capture the effect of that layer’s context on its response to parameter perturbations. The resulting responses can often be counter-intuitive, since layers are likely to respond to perturbations of parameters not directly involved with any of its reactions. We will show later in this chapter that we can construct a detailed characterisation of the layered architecture by tracking how direct responses propagate between layers.

### 6.2.3 Mapping isolated to integrated responses

The integrated response \( d\dot{x}^l/d\mathbf{\pi} \) given by (6.11) can be reformulated by writing the input \( \dot{\mathbf{u}}^l = \sum_{j \neq l} \dot{x}^j \) as the aggregated contribution of all of the other layers. In this case,

\[
\frac{d\dot{x}^l}{d\mathbf{\pi}} = \frac{\partial \dot{x}^l}{\partial \mathbf{\pi}} - \sum_{k \neq l} U^l \left( C^l v_x U^l \right)^{-1} C^l v_x \frac{d\dot{x}^k}{d\mathbf{\pi}} = \frac{\partial \dot{x}^l}{\partial \mathbf{\pi}} + \sum_{k \neq l} M^l(\bar{x}) \frac{d\dot{x}^k}{d\mathbf{\pi}}
\]

for each \( l = 1, \ldots, L \), where \( \frac{\partial \dot{x}^l}{\partial \mathbf{\pi}} \) is given by (6.9) and where, similarly to (5.5), the interlayer communication matrix

\[
M^l(\bar{x}) = -U^l(C^l v_x(x_0 + \bar{x}; \mathbf{\pi})U^l)^{-1} C^l v_x(x_0 + \bar{x}; \mathbf{\pi})
\]

(6.12)
can be defined for each $l = 1, \ldots, L$. Substituting this expression for $M^l$ into each instance of (6.11) gives the matrix equation

$$
\begin{bmatrix}
    I & -M^1 & \cdots & -M^1 \\
    -M^2 & I & \cdots & -M^2 \\
    \vdots & \vdots & \ddots & \vdots \\
    -M^L & -M^L & \cdots & I
\end{bmatrix}
\begin{bmatrix}
    \frac{d\bar{x}^1}{d\pi} \\
    \frac{d\bar{x}^2}{d\pi} \\
    \vdots \\
    \frac{d\bar{x}^L}{d\pi}
\end{bmatrix}
= 
\begin{bmatrix}
    \partial \bar{x}^1 / \partial \pi \\
    \partial \bar{x}^2 / \partial \pi \\
    \vdots \\
    \partial \bar{x}^L / \partial \pi
\end{bmatrix}.
$$

Assuming that this matrix is invertible, the map from the isolated responses to the integrated responses is given by

$$
\begin{bmatrix}
    \frac{d\bar{x}^1}{d\pi} \\
    \frac{d\bar{x}^2}{d\pi} \\
    \vdots \\
    \frac{d\bar{x}^L}{d\pi}
\end{bmatrix}
= 
\begin{bmatrix}
    I & -M^1 & \cdots & -M^1 \\
    -M^2 & I & \cdots & -M^2 \\
    \vdots & \vdots & \ddots & \vdots \\
    -M^L & -M^L & \cdots & I
\end{bmatrix}^{-1}
\begin{bmatrix}
    \partial \bar{x}^1 / \partial \pi \\
    \partial \bar{x}^2 / \partial \pi \\
    \vdots \\
    \partial \bar{x}^L / \partial \pi
\end{bmatrix}.
$$

This equation means that the parameter sensitivity analysis can be decomposed. First, each layer’s isolated sensitivity $\partial \bar{x}^l / \partial \pi$ to a parameter perturbation can be evaluated. This is then mapped according to (6.13) to find each layer’s sensitivity $d\bar{x}^l / d\pi$ when integrated with the other layers in the system.

The expression in (6.13) is closely related to a similar relationship between local and global steady-state sensitivities in the framework of modular response analysis. For example, in [104], the authors ‘experimentally’ perturb a system and infer a matrix similar to that given in (6.13), to describe the map from the theoretical direct response to the observed global response. A similar matrix is found in [32] for steady states in block-diagonal stoichiometric matrices, and in [190] at a number of timepoints to infer dynamic interconnection architecture. In all of those cases, the matrix mapping local to global responses is not necessarily structured. In comparison, the matrix in (6.13) is highly structured; this is a consequence of the layered approach ensuring that each response $\partial \bar{x}^l / \partial \pi$ is calculated directly in $\mathbb{R}^N$. In the rest of this chapter, we will illustrate the use of this matrix structure for gaining a network-level understanding of how signals propagate between layers.

Continued  Recall the derivation in Section 6.2.2 of the isolated response $\partial \bar{x}^l / \partial \pi$ of each layer of the system (6.3) to perturbations in $\pi$. Substituting the matrices $U^l$, $C^l$, and $v_x$ into (6.12) gives three interlayer communication matrices

$$
M^1 = 
\begin{bmatrix}
    -0.5 & 0.5 & 0 & 0 \\
    0.5 & -0.5 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix},
M^2 = 
\begin{bmatrix}
    0 & 0 & 0 & 0 \\
    0 & -0.5 & 0.5 & 0 \\
    0.5 & -0.5 & 0 & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix},
M^3 = 
\begin{bmatrix}
    0 & 0 & 0 & 0 \\
    0 & 0 & -0.5 & 0.5 \\
    0 & 0.5 & -0.5 & 0 \\
    0 & 0 & 0 & -0.5
\end{bmatrix}
$$

that define the map (6.13). The resulting integrated responses of each layer to perturbations in
are given by

\[
\begin{pmatrix}
-0.1875 & 0.1875 & -0.0625 & 0.0625 & -0.0208 & 0.0208 \\
0.1875 & -0.1875 & 0.0625 & -0.0625 & 0.0208 & -0.0208 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[
\begin{pmatrix}
-0.125 & 0.125 & -0.125 & 0.125 & -0.0417 & 0.0417 \\
0.125 & -0.125 & 0.125 & -0.125 & 0.0417 & -0.0417 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-0.0625 & 0.0625 & -0.0625 & 0.0625 & -0.0625 & 0.0625 \\
0.0625 & -0.0625 & 0.0625 & -0.0625 & 0.0625 & -0.0625 \\
\end{pmatrix},
\]

which sum to give the overall system response \( \delta \bar{x}/\delta \pi \) found in Section 6.2.1.

In Section 6.2.1, the layered decomposition of parameter sensitivity analysis was motivated by the inversion of an \( r \times r \) matrix \( Cv'U \) in (6.4), which we assume to be large. However, the matrix inverse used in (6.13) is an \( LN \times LN \) matrix, which is in fact larger. We will show in the following section that this map can be reformulated as an \( r \times r \) matrix (assuming a minimal layering) but, nevertheless, this is still a large matrix inverse problem on the same order as that in the non-decomposed case. However, the key property of the inverse in (6.13) is that the matrix we need to invert is clearly very highly structured in comparison to \( Cv'U \), which may be useful in speeding the required computation. The following section explores this structure in more detail.

### 6.3 Uncovering Layered Architectures

Define the matrix \( P \) and the vectors \( R \) and \( r \) as

\[
P = \begin{bmatrix}
0 & M^1 & \ldots & M^1 \\
M^2 & 0 & \ldots & M^2 \\
\vdots & \vdots & \ddots & \vdots \\
M^L & M^L & \ldots & 0
\end{bmatrix}, \quad R = \begin{bmatrix}
\delta \bar{x}^1/\delta \pi \\
\delta \bar{x}^2/\delta \pi \\
\vdots \\
\delta \bar{x}^L/\delta \pi
\end{bmatrix}, \quad r = \begin{bmatrix}
\delta \bar{x}^1/\delta \pi \\
\delta \bar{x}^2/\delta \pi \\
\vdots \\
\delta \bar{x}^L/\delta \pi
\end{bmatrix},
\]

so that the map (6.13) from the isolated layer responses \( r \) to the integrated layer responses \( R \) can be written

\[
R = (I - P)^{-1} r.
\]

This section will investigate the structure of \( P \) in more detail, and how this can be used to characterise the interconnection structure of the decomposed system.
6.3.1 The inter-layer graph

The $N \times N$ block of $P$ above in position $(l,k)$ is $M^l$, as defined by (6.12). Similarly to the final point of Corollary 5.4, this matrix is independent of the particular bases $U^l$ and $C^l$ used in the decomposition $S^l = U^l C^l$. Therefore, without any loss of generality, assume for the remainder of this chapter that the matrix $U^l$ used to construct $M^l$, the columns of which form a basis for Col($S^l$), is equal to $U^l$ as defined in the following lemma.

**Lemma 6.2.** For a given layered decomposition (6.6), each $M^l$ has a compact singular value decomposition

$$M^l = -U^l \Sigma^l V^l,$$

where $\Sigma^l$ is an $r^l \times r^l$ diagonal matrix of singular values $\sigma^l_j \geq 1$ defined by

$$\Sigma^l = (V^l U^l)^{-1}$$

for $r^l = \text{rank}(S^l)$ denoting the dimension of layer $l$.

**Proof.** Since $(M^l)^2 = -M^l$, it follows that $U^l \Sigma^l V^l U^l \Sigma^l V^l = U^l \Sigma^l V^l$. Since each of $U^l$, $V^l$ and $\Sigma^l$ are full rank, this implies that $\Sigma^l (V^l U^l) = (V^l U^l) \Sigma^l = I$. Thus $(V^l U^l)^{-1}$ is a diagonal matrix of singular values. Since each row $v_i^l$ of $V^l$ and column $u_i^l$ of $U^l$ is a vector of length $n$ with norm 1, the singular value is given by $\sigma^l_i = 1/(v_i^l u_i^l)^T \geq 1$. \hfill $\Box$

The following definition uses the SVD decomposition of each of the $L$ matrices $M^l$ to construct a weighted, directed, $L$-partite graph on a set $V$ of $|V| = r^1 + \cdots + r^L$ nodes. This graph is intended to represent the means by which perturbations to the steady state of each layer can propagate to other layers. The map $R = (I - P)^{-1} r$ given above can be shown to be closely related to this graphical representation of the interlayer communication structure.

**Definition 6.3** Define the inter-layer graph on $r^1 + \cdots + r^L = r$ nodes as a weighted, directed, $L$-partite graph with the block adjacency matrix $A$ given by

$$A_{lk} = \begin{cases} - (V^l U^l)^{-1} V^l U^k & \text{for } l \neq k, \\ 0 & \text{else,} \end{cases}$$

for $l, k = 1, \ldots, L$, where $(V^l U^l)^{-1}$ is a diagonal $r^l \times r^l$ matrix of scalars $\sigma^l_i \geq \cdots \geq \sigma^l_{r^l} \geq 1$.

The node set $V$ of the inter-layer graph can be naturally partitioned into $L$ subsets $V^l$ of $|V^l| = r^l$ nodes each. Each subset $V^l$ corresponds to a layer $l$, while each node $i \in V^l$ represents a column $u_{r^l(i)}^l$ of $U^l$, where the index $r^l(\cdot)$ defines a bijective mapping between $V^l$ and the integers $\{1, \ldots, r^l\}$ indexing the columns of $U^l$. The only edges in this graph are between nodes $(i, j) \in V^l \times V^k$ for $l \neq k$, making this an $L$-partite graph. All of the edge weights from nodes in $V^l$ to nodes in $V^k$ are in the block $A_{lk}$; the weight $(A_{lk})_{ij}$ of the edge $(i, j)$ represents the gain from the perturbation of $A^l_k$ in the unit direction $u_{r^l(i)}^l$ causing a subsequent perturbation of $A^k_j$ in the unit direction $u_{r^k(j)}^k$. This weight may be negative, since the downstream perturbation in layer $l$ may be anti-parallel to $u_{r^l(i)}^l$.

Before investigating some properties of this graph, the following proposition demonstrates that it is closely related to the matrix $P$ in (6.14).
Proposition 6.4. Define the block diagonal matrix $Q = \text{diag}(U_1, \ldots, U_L)$. The matrices $A$ and $P$ satisfy
\[ QA^n = P^n Q, \quad \text{and} \quad Q(I - A)^{-1} = (I - P)^{-1} Q, \]
for all $n \in \mathbb{N}$.

Proof. First, we show that $QA = PQ$. For $l \neq k$, the $(l, k)$-th block of $PQ$ is equal to
\[ M^l U^k = - U^l \left( V^l U^l \right)^{-1} V^l U^k = U^l A_{lk}, \]
which is clearly equal to the $(l, k)$-th block of $QA$. Since each of the $(l, l)$-th blocks along the diagonal are zero, it follows that $QA = PQ$.

Suppose $QA^n = P^n Q$. It follows that $QA^{n+1} = QA^n A = P^n QA = P^n PQ = P^{n+1} Q$, and by induction the result holds for all $n \in \mathbb{N}$. Finally, it follows from $QA = PQ$ that $Q(I - A) = (I - P) Q$. By appropriately pre- and post-multiplying each side of this equality, the second result follows.

Now consider the vector $r$ in (6.14). By the formula (6.9) given for each $\partial \bar{x} / \partial \pi$, this vector can be re-written as $r = Qr'$. The $l$-th vector component of $r' = (r'_1, \ldots, r'_L)^T$ is equal to the vector $r'_l = - (C^l v_x U^l)^{-1} C^l v_\pi$. Each element $(r'_l)_i$ of this vector represents the size of the direct response to a perturbation in $\pi$ of layer $l$ in the unit direction $u'_l$. Therefore Proposition 6.4 implies that
\[ R = (I - P)^{-1} Q r' = Q(I - A)^{-1} r', \] (6.15)
and hence the map from isolated to integrated responses can be identified with the adjacency matrix $A$ of the inter-layer graph.

After deriving the map from isolated to integrated responses in the form (6.15), it still remains to exploit the structure of this matrix to simplify its inversion. The first approach to this is to consider expanding (6.15) into the matrix series
\[ R = Q(I + A + A^2 + \ldots) r', \]
assuming that this sum converges. Each power $A^n$ of the adjacency matrix corresponds to the $n$-hop adjacency matrix. Thus the $(l, k)$th block $A_{lk}^{(n)}$ of $A^n$ gives the gain from the local response $r'_k$ of layer $k$ to its contribution to the global response of layer $l$, taken only along all paths of length $n$. Hence the total gain from the local response $r'_k$ in layer $k$ to the global response $R_l$ of layer $l$ is given by the sum $\sum_n A_{lk}^{(n)}$ of all of the $n$-hop gains.

Continued The working example (6.3) is a simple illustration of this concept, since each layer is of rank one, and therefore corresponds to a single node in a network of $L = 3$ nodes. For the local responses $r$ found above, the matrix $r'$ satisfying $r = Qr'$ is given by
\[ r' = \begin{bmatrix} 0.1768 & -0.1768 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0.0884 & -0.0884 & 0 & 0 \\ 0 & 0 & 0 & 0.0589 & -0.0589 \end{bmatrix}, \]
where $Q = \frac{1}{\sqrt{2}} \text{diag}(U^1, U^2, U^3)$ for the column matrices $U^l$ used in Section 6.2.2. More impor-
tantly, the interlayer adjacency matrices (which are in fact scalars, since each layer has only one associated node) define the interlayer graph adjacency

\[ A = \begin{bmatrix}
0 & 0.5 & 0 \\
0.5 & 0 & 0.5 \\
0 & 0.5 & 0
\end{bmatrix}. \]

The matrix inverse required in the map \( R = Q(I - A)^{-1} r' \) is equal to

\[ (I - A)^{-1} = \begin{bmatrix}
1.5 & 1 & 0.5 \\
1 & 2 & 1 \\
0.5 & 1 & 1.5
\end{bmatrix}. \]

The first column of this inverse matrix tells us that in the integrated system, a direct perturbation to layer 1 affects the output directions of all of the layers. The magnitude of the direct perturbation to layer 1 is multiplied by 1.5 to give the integrated response of layer 1. The magnitude of the direct response is not scaled at all in the response of layer 2, and is attenuated in its effect on layer 3. A similar argument can be made for how the isolated responses of layer 2 and layer 3 are attenuated or amplified when integrated into the system.

The matrix inverse can be related to the adjacency \( A \) of the interlayer graph through the series \( (I - A)^{-1} = I + A + A^2 + \ldots \). Taking each term of this series in turn, we can conclude that a direct perturbation of magnitude \( \epsilon \) to layer 1 propagates in one step to perturb layer 2 in its output direction, with magnitude \( \epsilon/2 \). At the second step, this perturbation to layer 2 propagates both back to layer 1 and to layer 3, now with magnitude \( \epsilon/4 \) each. Each of these propagate back to layer 2 in the third stage, where the magnitude of the response is the sum \( \epsilon/8 + \epsilon/8 = \epsilon/4 \). The signal attenuation continues around the network as the steps continue.

In the example above, it is clear that layer 1 and layer 3 do not directly communicate; perturbations to layer 1 reach layer 3 after two propagations, having been scaled by a factor of 1/4. In general, the interlayer graph encodes the information about how signals propagate through a layered network. In the case where layers have rank \( r^l > 1 \), the interlayer adjacencies are matrices. The following section discusses two important properties of these matrices that can capture some of the important features of how steady-state responses to parameter perturbations propagate across a layered network in this more complicated case.

### 6.3.2 Properties of the inter-layer graph

#### 6.3.2.1 Gain

Consider first the \( r^l \times r^k \) real-valued matrix \( A_{lk} = -(V^l U^l)^{-1} V^l U^k \). This matrix defines how perturbations in each of the \( r^k \) directions of layer \( k \) propagate to directly perturb each of the \( r^l \) directions in layer \( l \). Thus, if \( A_{lk} = 0 \) (or, equivalently, \( V^l U^k = 0 \)) then the steady state of layer \( l \) does not directly respond to perturbations in the steady state of layer \( k \). We can write the \( p, q \)-th element of the inter-layer adjacency explicitly as

\[ (A_{lk})_{pq} = \sigma^l_p v^l_p u^k_q \]
for \( p = 1, \ldots, r^l \) and \( q = 1, \ldots, r^k \), for the rows \( v^l_p \) of \( V^l \) and columns \( u^k_q \) of \( U^k \). Thus the \( p, q \)-th element of \( A_{lk} \) is \( \sigma^l_p \) times the cosine of the angle between the \( p \)-th row of the input space of layer \( i \) and the \( q \)-th column of the output space of layer \( j \).

 Suppose that the steady state of layer \( k \) is perturbed in such a way that its response \( \Delta \tilde{x}^k \) is solely in the \( q \)-th direction \( u^k_q \) of \( U^k \), with magnitude \( \epsilon \). This perturbation propagates to layer \( l \) such that the resulting response in \( \bar{x}^l \) is a multiple of the \( q \)-th column of \( A_{lk} \), given by

\[
\Delta \tilde{x}^l = \epsilon \left[ \sigma^l_1 (v^l_1 u^k_1) \ldots \sigma^l_{r^l} (v^l_{r^l} u^k_{r^l}) \right]^T.
\]

Therefore, the gain as the layer \( k \) response propagates into layer \( l \) is equal to

\[
\left( \sum_{p=1}^{r^l} (\sigma^l_p (v^l_p u^k_p))^2 \right)^{1/2}.
\]

By repeating this argument for a general response \( \Delta \tilde{x}^k \in \text{Col}(U^k) \) of layer \( k \) to a perturbation, the norm of the resulting direct response \( \Delta \tilde{x}^l \) in layer \( l \) is given by the expression

\[
\| \Delta \tilde{x}^l \| = \| A_{lk} \Delta \tilde{x}^k \| = \left( \sum_{p=1}^{r^l} (\sigma^l_p (v^l_p \Delta \tilde{x}^k))^2 \right)^{1/2}.
\]

Since each \( \sigma^l_p \) is bounded above and below such that \( 1 \leq \sigma^l_p \leq \sigma^l_1 \), this satisfies the upper and lower bound

\[
\left( \sum_{p=1}^{r^l} (v^l_p \Delta \tilde{x}^k)^2 \right)^{1/2} \leq \| A_{lk} \Delta \tilde{x}^k \| \leq \sigma^l_1 \left( \sum_{p=1}^{r^l} (v^l_p \Delta \tilde{x}^k)^2 \right)^{1/2}.
\]

These inequalities imply that the gain in response magnitude from \( \Delta \tilde{x}^k \) to \( \Delta \tilde{x}^l \) can be bounded above and below. The bracketed terms

\[
\left( \sum_{p=1}^{r^l} (v^l_p \Delta \tilde{x}^k)^2 \right)^{1/2}
\]

are equal to the length of the layer \( k \) response \( \Delta \tilde{x}^k \) projected into the subspace spanned by the rows of \( V^l \). Hence, if \( \Delta \tilde{x}^k \) is orthogonal to the row space of \( V^l \), this gain is zero and the perturbation does not propagate.

The formula above can be used to find the induced gain \( \| A_{lk} \| \) by taking the supremum over \( \mathcal{U}^k = \{ u \in \text{Col}(U^k) \mid \| u \| = 1 \} \), since

\[
\sup_{u \in \mathcal{U}^k} \left( \sum_{p=1}^{r^l} (v^l_p u)^2 \right)^{1/2} \leq \| A_{lk} \| \leq \sigma^l_1 \sup_{u \in \mathcal{U}^k} \left( \sum_{p=1}^{r^l} (v^l_p u)^2 \right)^{1/2}.
\]

This means that, if there exists \( u \in \text{Col}(U^k) \cap \text{Row}(V^l) \), then \( \sum (v^l_p u)^2 \) = 1 for this \( u \). Therefore the induced gain \( \| A_{lk} \| \geq 1 \) amplifies (or, at least, does not attenuate) a space of possible perturbations \( \Delta \tilde{x}^k \) as they propagate from layer \( k \) to layer \( l \). Similarly, if \( \left( \sum_{p=1}^{r^l} (v^l_p u)^2 \right)^{1/2} \leq 1/\sigma^l_1 \) for all unit vectors \( u \in \mathcal{U}^k \), then all steady state responses propagating from layer \( k \) to layer \( l \) must be attenuated. Indeed, if all \( u \in \text{Col}(U^k) \) are orthogonal to the row space \( \text{Row}(V^l) \), then no response
can propagate from layer $k$ to layer $l$ at all.

Note that the expression in (6.16) for the maximum length of the projection of $u \in \mathcal{U}^k$ into $\text{Row}(V^l)$ can be used to define the angle between the vector spaces $\text{Col}(\mathcal{U}^k)$ and $\text{Row}(V^l)$ as

$$\cos \left( \angle \left[ \text{Col}(\mathcal{U}^k), \text{Row}(V^l) \right] \right) = \sup_{u \in \mathcal{U}^k} \left( \sum_{p=1}^{r^l} (v'_{p} u)^2 \right)^{1/2} \leq 1.$$  

Then, the conditions on whether the block $A_{lk}$ attenuates or amplifies responses as they propagate from layer $k$ to layer $l$ can be expressed in terms of the orthogonality between subspaces by substituting this angle definition into (6.16).

### 6.3.2.2 Rank

As well as determining the gain of each block $A_{lk}$, the rank of each interlayer adjacency matrix can also be found. The following proposition relates the rank of $A_{lk}$ to the spaces $\text{Row}(V^l)$ and $\text{Col}(\mathcal{U}^k)$.

**Proposition 6.5.** The inter-layer adjacency matrix $A_{lk}$ has rank

$$\text{rank}(A_{lk}) \leq \min \left[ r^l - \dim(\text{Row}(V^l) \cap \text{Col}^I(\mathcal{U}^k)), r^k - \dim(\text{Row}(V^l) \cap \text{Col}(\mathcal{U}^k)) \right],$$

where $r^k$ is reduced by the number of linearly independent vectors in $\text{Col}(\mathcal{U}^k)$ that are perpendicular to $\text{Row}(V^l)$, and vice versa for the reduction in $r^l$.

**Proof.** Construct a matrix $W$ consisting of $w$ columns that form an orthonormal basis of the intersection subspace $\text{Row}(V^l) \cap \text{Col}(\mathcal{U}^k)$. This basis can be extended by an additional $r^k - w$ linearly independent vectors to a basis for $\text{Col}(\mathcal{U}^k)$. The additional vectors form the columns of the matrix $X$, so that the columns of $\tilde{\mathcal{U}}^k = [W, X]$ form an orthonormal basis for the entire space $\text{Col}(\mathcal{U}^k)$. There is an invertible $r^k \times r^k$ change of basis matrix $T^k$ so that $\mathcal{U}^k = \tilde{\mathcal{U}}^k T^k$.

Now $\text{rank}(A_{lk}) = \text{rank}(V^l \mathcal{U}^k) = \text{rank}(V^l \tilde{\mathcal{U}}^k T^k) = \text{rank}(V^l \tilde{\mathcal{U}}^k)$. By construction, the product $V^l \tilde{\mathcal{U}}^k$ is equal to the matrix

$$V^l \tilde{\mathcal{U}}^k = \begin{bmatrix} V^l W & V^l X \end{bmatrix} = \begin{bmatrix} 0 & V^l X \end{bmatrix},$$

consisting of $r^k - w$ non-zero columns of length $r^l$. Thus, the rank of this product is bounded above by $r^k - w$ for $w = \dim(\text{Row}(V^l) \cap \text{Col}(\mathcal{U}^k))$.

To find the other upper bound, note that $\text{rank}(A_{lk}^T) = \text{rank}(A_{lk})$. A similar argument to that made above, swapping $V^l$ and $\mathcal{U}^k$ for $(\mathcal{U}^k)^T$ and $(V^l)^T$ respectively, produces the required upper bound. \qed

### 6.3.2.3 Summaries of interlayer graphs

The results above relate the gain and rank of $A_{lk}$ to the orthogonality of the spaces $\text{Row}(V^l)$ and $\text{Col}(\mathcal{U}^k)$. Upper and lower estimates of the gain $\|A_{lk}\|$ may determine whether the magnitude of perturbations to a given layer $k$ are attenuated or amplified when they propagate to layer $l$. The rank, or more precisely $\dim(\text{Row}(V^l) \cap \text{Col}(\mathcal{U}^k))$, quantifies the number of independent...
response directions of layer $k$ that do not have any effect on layer $l$. Similarly, $\dim(\text{Row}(V^l) \cap \text{Col}(U^k))$ quantifies the number of independent response directions of layer $l$ that cannot be affected by layer $k$.

These quantities can be summarised in two directed graphs on $L$ nodes, where each node now corresponds to a layer. The first of these is the interlayer gain graph, with adjacency $A_{\text{gain}} \in \mathbb{R}^{L \times L}$ defined by

$$(A_{\text{gain}})_{lk} = \begin{cases} \sigma_1 \cos \angle(\text{Row}(V^l), \text{Col}(U^k)) & \text{for } l \neq k, \\ 0 & \text{else.} \end{cases}$$

Then if $(A_{\text{gain}})_{lk} < 1$, the direct propagation of a perturbation from layer $k$ to layer $l$ is guaranteed to be attenuated. Furthermore, the nature of the induced gain means that we can bound the gain of the $l, k$th block of the $n$-hop adjacency matrix $A^n$ by

$$\|A_{lk}^n\| \leq (A_{\text{gain}})_{lk},$$

thereby finding an upper bound on the gain as a perturbation propagates from layer $k$ to layer $l$ along all possible paths of length $n$. Of course, this upper bound is likely to be extremely conservative, but gives an indication of how quickly the series $I + A + A^2 + \ldots$ converges to $(I - A)^{-1}$.

Similarly, we can define the interlayer rank graph, with adjacency $A_{\text{rank}} \in \mathbb{R}^{L \times L}$ given by

$$(A_{\text{rank}})_{lk} = \begin{cases} \text{rank}(V^l U^k) & \text{for } l \neq k, \\ 0 & \text{else.} \end{cases}$$

The integer-valued edge weights of this matrix correspond to the number of independent output directions of layer $k$ that can drive a response in layer $l$. Alternatively, the weight represents the number of independent response directions of layer $l$ that can be driven by perturbations to layer $k$.

### 6.4 Example: Goldbeter–Koshland Switches

Consider the following model of a cascade of three Goldbeter–Koshland switches, which has been applied to the sensitivity analysis of MAPK signalling cascades [26, 76]:

$$
\begin{align*}
X + S & \xrightarrow{k_1} C_1 m_1 X^* + S, & X^* + E_2 & \xrightarrow{k_2} C_2 m_2 X + E_2, \\
Y + X^* & \xrightarrow{k_3} C_3 m_3 Y^* + X^*, & Y^* + E_4 & \xrightarrow{k_4} C_4 m_4 Y + E_4, \\
Z + Y^* & \xrightarrow{k_5} C_5 m_5 Z^* + Y^*, & Z^* + E_6 & \xrightarrow{k_6} C_6 m_6 Z + E_6.
\end{align*}
$$

(6.17a) (6.17b) (6.17c)

Here, $S$ denotes an enzyme that acts as a signal modulating the forward rate of the first switch $X \xrightleftharpoons{} X^*$. Each of $E_2$, $E_4$, and $E_6$ is an enzyme that modulates the reverse reaction rate of each switch. The notation $\cdot^*$ denotes the activated form of the protein $X$, $Y$, or $Z$. The key to the cascade is that the activated protein $X^*$ modulates the forward rate of $Y \xrightleftharpoons{} Y^*$, and similarly $Y^*$ modulates the forward rate of $Z \xrightleftharpoons{} Z^*$. Note that a modular decomposition of this network...
according to the rows of (6.17) will demonstrate retroactivity; while \( X^* \) is an input to the \( Y/Y^* \) switch, the mechanism of interconnection means that the dynamics of the \( X/X^* \) switch will change.

The model of this cascade has stoichiometric matrix \( S \) such that \( \text{rank}(S) = 9 \). We assume that the state vector is given by \( x = (x, x^*, y, y^*, z, z^*, c_1, c_2, c_3, c_4, c_5, c_6)^T \). The enzyme concentrations \( e_i \) can be neglected from this model because of the conservation relations \( c_i(t) + e_i(t) = E_i_{\text{tot}} \) for the constants \( E_i_{\text{tot}} \), for \( i = 2, 4, 6 \).

Assume that \( k_i = 2, k_{-i} = 1, \) and \( m_i = 3 \) for each \( i = 1, \ldots, 6 \), and that the initial conditions are such that \( x(0) = y(0) = z(0) = 1 \) and all other concentrations 0. Furthermore, let \( S = E_2 = E_4 = E_6 = 0.1 \). Under these assumptions, the steady state of this network is equal to

\[
\begin{align*}
1 + \bar{x} &= 0.4669, \quad \bar{x}^* = 0.4669, \quad \bar{c}_1 = 0.0189, \quad \bar{c}_2 = 0.0189, \\
1 + \bar{y} &= 0.1215, \quad \bar{y}^* = 0.7917, \quad \bar{c}_3 = 0.0284, \quad \bar{c}_4 = 0.0284, \\
1 + \bar{z} &= 0.0762, \quad \bar{z}^* = 0.8635, \quad \bar{c}_5 = 0.0302, \quad \bar{c}_6 = 0.0302.
\end{align*}
\]

However, if \( S \) is then set to \( S = 5 \), the steady state of the system moves to

\[
\begin{align*}
1 + \bar{x} &= 0.0125, \quad \bar{x}^* = 0.8960, \quad \bar{c}_1 = 0.0309, \quad \bar{c}_2 = 0.0309, \\
1 + \bar{y} &= 0.0663, \quad \bar{y}^* = 0.8441, \quad \bar{c}_3 = 0.0297, \quad \bar{c}_4 = 0.0297, \\
1 + \bar{z} &= 0.0717, \quad \bar{z}^* = 0.8678, \quad \bar{c}_5 = 0.0303, \quad \bar{c}_6 = 0.0303.
\end{align*}
\]

In both cases, the high concentration of \( \bar{z}^* \) implies that the system is switched on, even when the signal \( S = 0.1 \) is relatively low. The effect of the cascade is to amplify the signal \( S \). We now consider small perturbations around the two given values of \( S = 0.1 \) and \( S = 5 \), and observe the effect on the steady state in each case.

The vector \( \frac{\partial \mathbf{v}}{\partial S} \), representing the Jacobian of \( \mathbf{v}(x_0 + \bar{x}; \pi) \) with respect to the single parameter \( S \), has value \( k_1(x(0) + \bar{x}) \) in the first component, with the other 17 components equal to zero. This results in the two cases for the parameter sensitivity of

\[
\begin{align*}
\frac{d\bar{x}}{dS} &= \begin{bmatrix} -2.98 & 2.78 & -0.66 & 0.62 & -0.06 & 0.05 & 0.09 & 0.09 & 0.02 & 0.02 & 0.001 & 0.001 \\
-0.003 & 0.002 & -0.0002 & 0.0002 & 0 & 0 & 0.0001 & 0.0001 & 0 & 0 & 0 & 0 \end{bmatrix}^T, \\
\frac{d\bar{x}}{dS} &= \begin{bmatrix} -0.003 & 0.002 & -0.0002 & 0.0002 & 0 & 0 & 0.0001 & 0.0001 & 0 & 0 & 0 & 0 \end{bmatrix}^T,
\end{align*}
\]

for \( S = 0.1 \) and \( S = 5 \) respectively. Clearly the steady state \( \bar{z}^* \) of ‘on’ is extremely robust for both parameter values, whereas the ‘on’ state \( \bar{x}^* \) of the first switch is extremely sensitive to perturbations around the parameter \( S = 0.1 \). Thus the cascade robustifies the switch to perturbations in the input signal.

A layered analysis of this system now allows us to consider how the structure of this system acts to robustify the output signal. Let the reaction set \( \mathcal{R} = \{R_1, \ldots, R_{18}\} \) be indexed according to the rows of (6.17). It can be shown that layering by flux, using the partition of \( \mathcal{R} \) into \( L = 3 \) disjoint subsets \( \mathcal{R}^1 = \{R_1, \ldots, R_6\} \), \( \mathcal{R}^2 = \{R_7, \ldots, R_{12}\} \), and \( \mathcal{R}^3 = \{R_{13}, \ldots, R_{18}\} \), produces a minimal layering where \( r^l = \text{rank}(S^l) = 3 \) for \( l = 1, 2, 3 \). Each layer corresponds to a row of (6.17).

By partitioning the reactions into \( \mathcal{R}^l \), the network’s parameters have also been partitioned. Thus the perturbation to \( S \) will only directly affect the steady state of layer 1. The formula (6.9)
implies that the isolated response of layer 1 is

\[
\frac{\partial \bar{x}^1}{\partial S} = \begin{bmatrix} -2.97 & 2.79 & 0 & 0 & 0 & 0.09 & 0.09 & 0 & 0 & 0 & 0 \\ -0.0025 & 0.0024 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T,
\]

for \( S = 0.1 \) and \( S = 5 \) respectively, with \( \frac{\partial \bar{x}^2}{\partial S} = \frac{\partial \bar{x}^3}{\partial S} = 0 \) for both cases. We focus on the former case, where the steady state of layer 1 is relatively sensitive to perturbations around \( S = 0.1 \).

The SVD decomposition of each \( M^l = -U^l(V^l U^l)^{-1}V^l \) results in an interlayer graph adjacency \( A \) defining a tripartite network on 9 nodes, in 3 groups of 3. The summary matrices

\[
A_{\text{gain}} = \begin{bmatrix} 0 & 0.6345 & 0 \\ 0.4393 & 0 & 0.1481 \\ 0 & 0.1597 & 0 \end{bmatrix}, \quad A_{\text{rank}} = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix},
\]

imply that, similarly to the one-dimensional layers in the worked example earlier in this chapter, layer 1 and layer 3 do not directly influence one another, but do so through layer 2. The ranks imply that for each of the communicating pairs layer \( k \) and layer \( l \), two of the possible response directions of layer \( k \) cannot propagate to layer \( l \). Equivalently, two of the possible response directions of layer \( l \) cannot be affected by layer \( k \).

In particular, the steady state of layer 3 can only respond to \( \text{any} \) perturbation of layer 1 or layer 2 in a direction parallel to

\[
\begin{bmatrix} 0 & 0 & 0 & -0.0168 & -0.7234 & 0.6898 & 0 & 0 & 0 & 0.0168 & 0.0168 \end{bmatrix}^T.
\]

The fourth and sixth components of this response vector show that an increase in signal of \( \bar{z}^* \) is proportional to a decrease in the contribution \( \bar{y}^{*2} \) of layer 2 to \( \bar{y}^* \), thereby further demonstrating the use of layered analysis in quantifying retroactivity.

The angle between the possible outputs of layer 2 and the input space of layer 3 is such that

\[
\cos \left( \angle (\text{Row}(V^3), \text{Col}(U^2)) \right) = 0.0808.
\]

Therefore, only a small component of the response of layer 2 can propagate to layer 3, and hence the steady state \( \bar{z}^* \) remains relatively insulated from many of the perturbations to either layer 1 or layer 2; in particular, to perturbations in the signal \( S \).

### 6.5 Discussion

This chapter has described how a layered decomposition of a network’s parameter sensitivity analysis can help describe the layered architecture of the network. In particular, by comparing the steady-state responses of isolated layers to parameter perturbations with their integrated responses, one can construct a graph that reflects the communication structure amongst the layers. This final section identifies two important potential developments to the analysis of steady-state signal propagation across a layered network.
6.5.1 Algorithmic layer detection

Throughout this chapter it has been assumed that a layered decomposition is given. In Section 6.3 we have shown that the ranks and gains of the interlayer adjacencies $A_{ij}$ are important quantities that can be used to characterise how layers communicate, through the filtering and attenuation of each layer’s response as it propagates across an integrated network. However, suppose that multiple possible layered decompositions of a large-scale BRN are proposed, or even all possible decompositions. The analysis techniques introduced in this chapter may provide a quantification of how well-partitioned the system’s response is by each candidate layered decomposition. This can then be used as criterion in an algorithmic approach to detecting layered structures within a large-scale BRN.

This chapter has distinguished between an interconnection from layer $k$ to layer $l$ being weak, which we defined as a small gain $\|A_{lk}\|$, and sparse, which was defined as a relatively small value of $\text{rank}(A_{lk})$. We propose that one criterion for a ‘good’ decomposition is one where the inter-layer communication structure is as sparse as possible, measured by the rank-deficiency in the inter-layer communication matrices. Such a rank deficiency in $A_{lk}$ allows us to conclude that only a small number of possible outputs from layer $k$ can influence layer $l$ (alternatively, that layer $k$ can only drive a small number of responses in layer $l$), and hence that the layering reflects an underlying structure to the steady-state response of the network.

Similarly to the techniques used to evaluate prospective decompositions of networks into communities [145], a measure of the quality of a given layered decomposition is required. Given the low-rank interlayer signal propagation criterion, one reasonable strategy is to minimise each $r_{lk} = \text{rank}(A_{lk})$ in comparison to its upper bound $r_{lk} \leq \min(r_l, r_k)$. We assume that the given layering is not trivial, meaning that all layers have positive dimension $r_l > 0$. This allows us to define the single quantity

$$Q_{\text{rank}} = \sum_{l \neq k} \frac{r_{lk}}{\min(r_l, r_k)},$$

which summarises the total rank deficiency of each $A_{lk}$ compared to its maximum possible value. Here, $Q$ is the 1-norm of a matrix $B$ with off-diagonal elements $b_{lk} = r_{lk}/\min(r_l, r_k)$. Minimising the 1-norm of a vector is a heuristic approach to optimising its sparsity [161].

Another heuristic approach to rank minimisation of any matrix $X$ is to minimise its nuclear norm, which is defined as the sum of the singular values of $X$ [161, 162]. Let the singular values of $V^l U^k$ be denoted $\sigma_{lp}^{lk}$ for $p = 1, \ldots, \min(r_l, r_k)$, ordered so that $\sigma_{p+1}^{lk} \leq \sigma_{p}^{lk}$. To ensure that the atomic norms $\sum_p \sigma_{lp}^{lk}$ are minimised relative to the ranks of the layer $l$ and layer $k$, we again divide by $\min(r_l, r_k)$ to define the quantity

$$Q_{\text{atomic}} = \sum_{l \neq k} \frac{1}{\min(r_l, r_k)} \left( \frac{\min(r_l, r_k)}{\sum_{p=1}^{\min(r_l, r_k)} \sigma_{p}^{lk}} \right),$$

which is to be minimised. This heuristic should also ensure that the largest singular value $\sigma_1^{lk}$ of $V^l U^k$ is relatively small. Thus, the inequality (6.16) implies that minimising $Q_{\text{atomic}}$ also gives preference to layered decompositions with weak, low-rank interconnections.

For example, consider two different minimal layered decompositions of the glycolysis example introduced in Section 4.5.2. The first of these decompositions was found at the end of that
section, and produces the interlayer communication structure such that

\[
A_{\text{rank},1} = \begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 3 \\
2 & 2 & 0
\end{bmatrix}, \quad Q_{\text{rank},1} = 2.333, \quad Q_{\text{atomic},1} = 1.7668,
\]

where the subscript 1 denotes the first adjacency. Consider another possible decomposition of this BRN into three layers, given by partitioning the reaction set into disjoint subsets \(R^1 = \{R_{16}, R_{17}\}, \ R^2 = \{R_{15}, R_{18}, R_{19}, R_{20}, R_{21}, R_{23}, R_{24}\},\) and \(R^3 = \mathcal{R} \setminus (R^1 \cup R^2).\) The minimal layering defined according to the strategy presented in Section 4.4 has an interconnection structure such that

\[
A_{\text{rank},2} = \begin{bmatrix}
0 & 1 & 1 \\
0 & 0 & 4 \\
0 & 4 & 0
\end{bmatrix}, \quad Q_{\text{rank},2} = 2.333, \quad Q_{\text{atomic},2} = 1.6146,
\]

where layer 1 of dimension \(r^1 = 2\) is downstream of layer 2 and layer 3. These two layers communicate with one another such that only 4 of the \(r^2 = 6\) possible output directions of layer 2 are driven by layer 3, and 4 out of \(r^3 = 12\) possible response directions of layer 3 are driven by layer 2. Here, although \(Q_{\text{rank}}\) does not distinguish between these two layerings, the quantity \(Q_{\text{atomic}}\) would imply that the second layering is preferable.

More work would be required in order to develop a fully automated layered decomposition algorithm. Minimising one of the two quantities \(Q_{\text{rank}}\) and \(Q_{\text{atomic}}\) are both heuristic strategies to ensuring low-rank interlayer connections. As with modularity, these numbers do not mean anything on their own; they only make sense when comparing two layered decompositions of the same network. Another connection with community detection is the difficulty of the task of actually algorithmically selecting candidate decompositions to compare. Many community detection methods are heuristic approaches to finding a decomposition of the nodes that is close to optimal. There is no similar result here, and so brute-force methods, perhaps with a greedy sequential approach of decomposing one layer into two a total of \(L - 1\) times, are currently the best strategy for detecting a layered decomposition.

### 6.5.2 Dynamic layered architecture

Like Chapter 5, this chapter has dealt with the question of how to partition the reactions to form a layered decomposition. However, by attempting to measure the quality of a decomposition by how well it partitions a steady-state analysis, we lose a lot of the information contained in the dynamic response. The system described in Section 4.5.1 provides an example of how this loss of information can give misleading results. Consider the layering defined by the stoichiometric matrices \(S^1\) and \(S^2\) as given in (4.18). By the quantification of the interlayer communication structure given in this chapter, we find that \(A^{12} = A^{21} = 0.\)

The steady state analysis described in this chapter would imply that the layers are therefore independent. However, this is only true at steady state: the dynamics of the two layers are not independent, since the dynamics of layer 2 depend on the trajectory of layer 1. Thus we need to proceed beyond a steady state sensitivity analysis to fully characterise the interconnection structure of a system decomposed into a given set of layers.
Consider again the layered dynamics (4.7), in minimal realisation, where each state $x^l$ is written $x^l = U^l \xi^l$ so that

$$\dot{\xi}^l(t) = C^l v \left( x_0 + U^k \xi^k(t) + \sum_{j \neq k} U^j \xi^j(t) \right).$$

Here the effect of layer $k$ is separated from that of the other layers. If the right-hand side of this expression is independent of $\xi^k$, then layer $k$ cannot directly influence the dynamics of layer $l$. The criterion for independence is that the Jacobian of the right-hand side of these dynamics with respect to $\xi^k$ is identically zero. That is, if

$$C^l v'(x_0 + x) U^k = 0$$

(6.18)

for all $x \in \text{Col}(S)$, then layer $l$ does not directly depend on layer $k$. Here, $v'(x)$ denotes the Jacobian of the flux vector $v$ with respect to $x$.

The condition (6.18) is clearly stronger than the steady state definition of independence, which is only required to hold for $x = \bar{x}$. Future developments of the analysis of layered interconnection structure need to account for the interlayer communication matrices $M^l$ and $A^{lk}$ varying with the trajectory of $x(t)$. As a first step towards this goal, the following chapter will relate the perturbation of one layer’s trajectory, measured as $\|x^k - \tilde{x}^k\|^2$, to the resulting perturbation $\|x^l - \tilde{x}^l\|^2$ of a downstream layer’s trajectory.
Chapter 7

Signal Propagation II: Cascaded Dynamics

A key limitation of the SOS programming technique for dissipativity analysis described in Chapter 2 is its scalability when applied to large-dimensional systems. This provides the motivation for this chapter, which applies the layering framework discussed in this thesis to decompose the task of constructing a storage function. The contribution of this chapter is to provide a framework of Structured Storage Functions, which are formulated to reflect the layered architecture of the system.

In Chapter 3, dissipativity analysis was applied to quantify the difference between the outputs of a nominal model and of a structurally or parametrically perturbed model. By applying decomposition to this problem, these perturbations can be localised to subsystems. Similarly to the steady-state analysis of the previous chapter, the response of the rest of the model to such localised perturbations can then be quantified. Hence we show how decomposition, in the specific case of systems that can be decomposed into a cascade of subsystems, can be used to make the estimation of the dynamic responses to parametric and structural perturbations more practically feasible.

7.1 Dissipativity and Structure

Recall the definition of dissipativity in Chapter 2 for a nonlinear dynamical system (2.1) given by

\[ \dot{x}(t) = f(x(t), u(t)), \]
\[ y(t) = h(x(t)), \]

with state \( x \) taking values \( x(t) \in \Theta \subseteq \mathbb{R}^N \), input \( u \) taking values \( u(t) \in \mathcal{U} \subseteq \mathbb{R}^P \), and output \( y \) taking values \( y(t) \in \mathbb{R}^Q \). According to Definition 2.1, the system (2.1) is dissipative with respect to a supply rate \( s(u, y) \) if there exists a positive semi-definite storage function \( V(x) \geq 0 \) that satisfies the condition (2.2), namely that

\[ \dot{V}(x(t)) - s(u, y) \leq 0 \]

along the trajectory of \( x(t) \) given by these dynamics. The conclusion of Chapter 2 was that if \( f \) and \( h \) are polynomial (or polynomial–rational), SOS programming techniques may be used to
find appropriate storage functions \( V \) that certify the system's dissipativity.

The primary application of the dissipativity-certifying techniques described in Chapter 2 was given in Chapter 3 as the estimation of the change in output trajectory due to a structural perturbation (i.e. model reduction) or parametric perturbation. As discussed in Section 3.4.3, the SOS approach to estimating model reduction error can quickly become impractical as the dimension of the state space increases. In the model reduction setting, it can be safely assumed that the nominal system dimension \( N \) is large. Hence, even the most drastic model reduction cannot overcome the fact that the resulting Program 3.3, which seeks to certify the dissipativity of an error system containing \((N + \tilde{N}) > N\) variables, will quickly become impractical to solve. We will show in this chapter that decomposition is a powerful strategy for making a large SOS program of this type more tractable.

Furthermore, the techniques introduced in Chapter 3 for error estimation were concerned with only autonomous models of the form (3.1). However, the dissipativity analysis in Chapter 2 allowed for external inputs to the system, the values of which are constrained to lie in \( \mathcal{U} \subseteq \mathbb{R}^p \). When bounding error, the required supply rate is \( s(u, y) = -|y - \tilde{y}|^2 \). However, it may be that the non-autonomous system is not dissipative with respect to this supply rate. We will show in this chapter that, in this case, dissipativity may be certified by using a different constraint on the trajectory of \( u \) that ‘imports’ more information about the upstream input into the SOS program.

Finally, it was discussed at the end of Chapter 6 that restricting the analysis of signal propagation in layered networks to steady-state responses causes a great deal of information to be lost. This chapter will progress towards rectifying this, by considering how the entire trajectory of a subsystem can respond to a direct perturbation. This response propagates across all subsystems to affect the integrated system output. Our goal is to quantify to what extent the downstream subsystems are affected by the response of the upstream subsystem.

Each of these applications of dissipativity analysis provides the motivation for exploiting a system’s structure to construct storage functions using SOS programming. The following section first considers a conventional strategy for decomposing the certification of dissipativity. We then extend this method, for the special case of a cascade system, to introduce Structured Storage Functions (SSFs) and the SOS programs required to construct them. Following the procedure outlined in Chapter 3, SSFs can be applied to certify the dissipativity of a cascaded error system. In Section 7.4 we provide examples which demonstrate the value of this technique to make layered dynamic parameter sensitivity analysis and model reduction error estimation more computationally tractable.

### 7.2 Structured Storage Functions

There have been a number of approaches to the dissipativity and Lyapunov analysis of structured systems \([8, 10, 128, 129, 212]\). A common feature of these strategies is that the dissipativity of each subsystem is certified with respect to its own supply rate. This supply rate is usually given, although it may be possible to algorithmically select each subsystem’s supply rate \([128, 129]\). In either case, the decomposed analysis is designed such that a linear combination of the subsystem storage functions suffices as a storage function for the integrated system. This section seeks to extend this strategy, thereby allowing a more flexible range of possible storage functions.
The scope of this chapter will be limited to autonomous systems (2.1) that can be decomposed into cascades of subsystems. First, an autonomous upstream system is defined with state $x_1$ taking values $x_1(t) \in \mathcal{D}_1 \subseteq \mathbb{R}^{N_1}$ such that

$$\dot{x}_1(t) = f_1(x_1(t)), \quad z_1(t) = h_1(x_1(t)). \tag{7.1a}$$

A downstream system, with state $x_2$ taking values $x_2 \in \mathcal{D}_2 \subseteq \mathbb{R}^{N_2}$ and with dynamics

$$\dot{x}_2(t) = f_2(x_2(t), u_2(t)), \quad z_2(t) = h_2(x_2(t)), \tag{7.1b}$$

is also defined, for input $u_2$. The outputs of the upstream and downstream systems are respectively identified as the downstream input and overall system output, such that

$$u_2(t) = z_1(t), \tag{7.1c}$$
$$y(t) = z_2(t); \tag{7.1d}$$

so that the output of the upstream system (7.1a) drives the downstream system (7.1b).

### 7.2.1 Linear combinations

The fundamental task of dissipativity analysis is to construct a storage function $V(x)$ that certifies the dissipativity of the integrated system (2.1) with respect to a given supply rate $s(y)$. The established approach taken in order to decompose this task, in this case, is to construct $V(x)$ as the linear combination of subsystem storage functions.

Suppose that two supply rates $s_1(z_1)$ and $s_2(u_2, z_2)$ are given, or can be found, that satisfy the constraint $s_1(z_1) + s_2(u_2, z_2) \leq s(y)$. The two equations (7.1c)–(7.1d) defining the relationships between subsystem inputs and outputs are normally used to show this inequality. Each $s_i$ is a supply rate that corresponds to a subsystem in the decomposed dynamics (7.1). For each, we aim to construct a storage function $V_i(x_i) \geq 0$ satisfying $\dot{V}_i - s_i \leq 0$, according to either the upstream dynamics (7.1a) for $i = 1$ or the downstream dynamics (7.1b) for $i = 2$. If these storage functions can be found, then it is simple to show that the linear combination

$$V(x_1, x_2) = V_1(x_1) + V_2(x_2) \tag{7.2}$$

is a storage function certifying the dissipativity of the entire autonomous system (7.1) with respect to $s(y)$.

For the special case of cascaded subsystems considered in this chapter, a simple strategy for selecting supply rates $s_i$ is to define the downstream supply rate $s_2(u_2, z_2) = s(z_2) - s_1(u_2)$ for an arbitrary upstream supply rate $s_1(z_1)$. The relations (7.1c)–(7.1d) clearly imply that $s(y) = s_1(z_1) + s_2(u_2, z_2)$, and hence $V(x_1, x_2) = V_1(x_1) + V_2(x_2)$ is a valid storage function if each $V_i$ certifies the dissipativity of subsystem $i$ with respect to $s_i$. 
7.2.2 Introducing Structured Storage Functions

Above, we described one method for exploiting the cascade structure of (7.1) to construct $V$ indirectly as the sum of two subsystem storage functions $V = V_1 + V_2$. We will now introduce the concept of a Structured Storage Function (SSF), of which the linear combination (7.2) above is a special case.

**Proposition 7.1.** Suppose that the upstream system (7.1a) is dissipative with respect to the supply rate $s_1(z_1)$, with storage function $V_1(x_1) \geq 0$ satisfying

$$\frac{d}{dt} V_1(x_1(t)) - s_1(z_1(t)) \leq 0. \quad (7.3a)$$

Suppose also that there exist two positive semi-definite functions $W_0(x_2) \geq 0$ and $W_1(x_2) \geq 0$ such that

$$\frac{d}{dt} W_0(x_2(t)) + \frac{d}{dt} W_1(x_2(t)) V_1(x_1(t)) + W_1(x_2(t)) s_1(u_2(t)) - s(z_2(t)) \leq 0. \quad (7.3b)$$

Then the positive semi-definite function

$$V(x_1, x_2) = W_0(x_2) + W_1(x_2) V_1(x_1) \quad (7.4)$$

is a storage function certifying the dissipativity of the cascade system (7.1) with respect to the global storage function $s(y)$.

**Proof.** Differentiating $V$ as given by (7.4) results in

$$\dot{V} - s = \dot{W}_0 + \dot{W}_1 V_1 + W_1 \dot{V}_1 - s$$

$$\leq W_0 + W_1 V_1 + W_1 s_1 - s$$

$$\leq 0,$$

for (2.2), where the final inequality is given by (7.3b). □

The function $V$ given by (7.4) is an example of an SSF, which will be defined more comprehensively below. Nevertheless, it can be observed from this example that SSFs will allow for further flexibility beyond that possible through taking linear combinations of upstream and downstream storage functions. The key distinction is that the contribution $V_1(x_1(t))$ of the upstream function to $V$ is scaled by a time-varying factor $W_1(x_2(t))$. Of course, if we impose that $W_1 = \gamma^2$ is constant for all $x_2$, then we recover the linear combination case above, since $W_0$ certifies the dissipativity of the downstream system (7.1b) with respect to $s - \gamma^2 s_1$. However, allowing non-constant $W_1$ enables a greater number of possible SSFs $V$ to be constructed that reflect the underlying cascade structure of the system.

7.2.3 Cascaded information flow

Structured Storage Functions can be further generalised in order to ‘import’ more information from the upstream system. The following corollary of Proposition 7.1 relies on the parallel dissipativity analysis of the upstream system with respect to $K$ different supply rates.
Corollary 7.2. Suppose that the upstream system (7.1a) is dissipative with respect to each of the K supply rates $s_k(x_1)$, with storage functions $V_k(x_1) \geq 0$ satisfying
\[
\frac{dV_k(x_1(t))}{dt} - s_k(z_1(t)) \leq 0,
\tag{7.5a}
\]
for each $k = 1, \ldots, K$. Suppose also that there exist $K+1$ positive semi-definite functions $W_k(x_2) \geq 0$, for $k = 0, 1, \ldots, K$, such that
\[
\frac{dW_0(x_2(t))}{dt} + \sum_{k=1}^{K} \left[ \frac{dW_k(x_2(t))}{dt} V_k(x_1(t)) + W_k(x_2(t)) s_k(u_2(t)) \right] - s(z_2(t)) \leq 0.
\tag{7.5b}
\]
Then the positive semi-definite function
\[
V(x_1, x_2) = W_0(x_2) + \sum_{k=1}^{K} W_k(x_2) V_k(x_1)
\tag{7.6}
\]
is a storage function certifying the dissipativity of the cascade system (7.1) with respect to the global storage function $s(y)$.

Proof. The proof of this corollary exactly mirrors that of Proposition 7.1, where we apply all $K$ instances of (7.5a) to the derivative of $V$ as defined by (7.6).

Setting $K = 1$ recovers the example of the SSF given in Proposition 7.1. However, allowing $K > 1$ allows the following general definition of an SSF in the case of a cascade system.

Definition 7.3 A function $V$ of the form (7.6) satisfying (7.5) for $K \geq 1$ is a Structured Storage Function of order $K$.

This definition of an SSF begs the question of exactly which supply rates to use in the upstream analysis (7.5a). It appears that the answer to this question is context-dependent, as will be demonstrated by the example applications given in this chapter. In Section 7.3, the SSF framework is applied to the closely-related problems of parameter sensitivity analysis and model reduction error estimation in the context of large-scale, layered biomolecular networks.

7.2.4 SOS implementation

Before applying this framework to the error/sensitivity estimation problem, this section will discuss the implementation of the SSF approach for cascaded systems (7.1) through SOS programming. For simplicity, it will be assumed that the vector fields $f_i$ and output maps $h_i$ of each subsystem are polynomials. However, similarly to the case discussed in Section 2.3.2, a small adaptation to the following arguments will deal with the case of rational polynomial $f_i$ or $h_i$.

Recall also the technique described in Section 2.3.1 where the sets of state values and input values are estimated by a semi-algebraic set $D \times \mathcal{U} \subseteq \Phi$ defined by the $R$ polynomial inequalities $\phi_i(x, u) \leq 0$, where $i = 1, \ldots, R$. Similarly, the states $x_i$ of each subsystem of the cascade dynamics (7.1) take values $x_i(t) \in D_i$ for $i = 1, 2$. Furthermore, the input $u_2 = z_1$ to the downstream system takes values $u_2(t) \in \mathcal{U}_2 = \{ h_1(x_1) \mid x_1 \in D_1 \}$. Assume that each of these spaces can be
estimated such that
\[
\mathcal{D}_1 \subseteq \{x_1 \in \mathbb{R}^{N_1} | \phi_{1,r}(x_1) \leq 0 \text{ for } r = 1, \ldots, R_1\} = \Phi_1,
\]
\[
\mathcal{D}_2 \times \mathcal{Y}_2 \subseteq \{(x_2, u_2) \in \mathbb{R}^{N_2 + p_2} | \phi_{2,r}(x_2, u_2) \leq 0 \text{ for } r = 1, \ldots, R_2\} = \Phi_2.
\]

The second of these bounds allows for constraints on the values of \(u_2(t) = z_1(t) \in \mathcal{Y}_2\), if such a condition can be found, thereby importing a limited degree of information from the upstream system.

To construct an SSF of the form (7.6) we must find \(K\) upstream polynomial storage functions \(V_k(x_1) \geq 0\), for \(k = 1, \ldots, K\), each satisfying (7.5a). We must also find \((K + 1)\) polynomials \(W_k(x_2) \geq 0\), for \(k = 0, 1, \ldots, K\), which together satisfy (7.5b). This search can be implemented by a total of \((K + 1)\) SOS programs, which can all be run in parallel, such that the resulting outputs of each can be combined into a feasible SSF.

**Program 7.4 (Upstream Program) \(k \in \{1, 2, \ldots, K\}\)** Consider the state \(x_1\) and output \(z_1\) with dynamics given by (7.1a) for polynomial \(f_1\) and \(h_1\), and the estimate \(\mathcal{D}_1 \subseteq \Phi_1\) on the state space. For the fixed value of \(k\), define an SOS polynomial decision variable \(V_k(x_1) \in \Sigma[x_1]\), and a further \(R_1\) SOS polynomial decision variables \(\sigma_{k,r}(x_1) \in \Sigma[x_1]\) for \(r = 1, \ldots, R_1\). For the given supply rate \(s_k(z_1)\), find feasible \(V_k\) and \(\sigma_{k,r}\) subject to the constraint
\[
\frac{dV_k}{dt}(x_1) - s_k(z_1) + \sum_{r=1}^{R_1} \sigma_{k,r}(x_1) \phi_{1,r}(x_1) \in \Sigma[x_1]
\]
(7.7)
to return a storage function \(V_k(x_1)\) certifying the dissipativity of the upstream system with respect to \(s_k(z_1)\).

**Program 7.5 (Downstream Program)** Consider the state \(x_2\) and output \(z_2 = y\) with dynamics given by (7.1b) for polynomial \(f_2\) and \(h_2\), and the estimate \(\mathcal{D}_2 \times \mathcal{Y}_2 \subseteq \Phi_2\) on the state space and the set of input values. For the additional \(K\)-dimensional auxiliary variable \(w = (w_1, \ldots, w_K)^T\) define the following \(R_2 + 2K + 1\) SOS polynomial decision variables:
\[
W_k(x_2) \in \Sigma[x_2] \text{ for } k = 0, 1, \ldots, K,
\]
\[
\tau_k(x_2, u_2, w) \in \Sigma[x_2, u_2, w] \text{ for } k = 1, \ldots, K,
\]
\[
\rho_r(x_2, u_2, w) \in \Sigma[x_2, u_2, w] \text{ for } r = 1, \ldots, R_2.
\]
Given a supply rate \(s(y) = s(z_2)\), find feasible \(W_k\), \(\tau_k\), and \(\rho_r\) subject to the constraint
\[
-\left(\frac{dW_0(x_2)}{dt} + \sum_{k=1}^{K} \left(\frac{dW_k(x_2)}{dt} w_k + s_k(u_2)W_k(x_2)\right) - s(z_2)\right)
\]
\[
+ \sum_{r=1}^{N_2} \rho_r(x_2, u_2, w) \phi_{2,r}(x_2, u_2) - \sum_{k=1}^{K} \tau_k(x_2, u_2, w) w_k \in \Sigma[x_2, u_2, w]
\]
(7.8)
to return downstream functions \(W_k(x_2)\) for \(k = 0, 1, \ldots, K\).

**Proposition 7.6.** Using the outputs \(V_k\), for \(k = 1, \ldots, K\), of each instance of Program 7.4, and the outputs \(W_k\), for \(k = 0, 1, \ldots, K\) of Program 7.5, construct a function \(V\) according to the formula
in (7.6). The polynomial $V$ is an SSF that certifies the dissipativity of the interconnected cascade (7.1) with respect to the global supply rate $s(y)$.

**Proof.** Each $V_k$ is constructed to satisfy the constraint (7.7). For each $r = 1, \ldots, R_1$, the polynomial $\phi_{1,r}(x_1) \leq 0$ for all $x_1 \in D_1$. It follows from (7.7) that the polynomials $V_k$ satisfy (7.5a) in $D_1$, and are therefore storage functions certifying the dissipativity of the upstream system (7.1a) with respect to each supply rate $s_k(z_1)$.

In place of the $K$ additional variables $w = (w_k)$, we can substitute the upstream storage functions $w_k(t) = V_k(x_1(t))$ into (7.8). Hence the downstream condition (7.5b) holds for $(x, u) \in D_2 \times Y_2$ and $w_k = V_k \in \Sigma(x_1)$. Since both expressions in (7.5) hold, the polynomial $V = W_0 + \sum_{k=1}^{K} W_k V_k$ given by (7.6) is an SSF.

Note that, rather than directly including $V_k(x_1)$ as known functions in the downstream Program 7.5, we instead have extended the state space $x_2$ with the $K$ auxiliary variables $w = (w_1, \ldots, w_K)^T$, constrained such that $w_k \geq 0$ for all $k$. This decouples all $(K + 1)$ SOS programs so that each can be run independently and in parallel, resulting in a significant computational saving. The resulting $2K + 1$ SOS polynomials $V_k$, $W_k$ (for $k = 1, \ldots, K$), and $W_0$ are then combined, once all have been found separately, to give $V$. The following discussion explores the computational savings of this approach in more detail.

### 7.2.5 Computational saving

An important goal for the decomposition of dissipativity analysis is to speed computation. Section 2.4 discussed how an SOS programming approach to certifying dissipativity quickly becomes intractable as either the degree of the polynomial in (2.5b) or the dimension $N$ of the state space become large. This section considers the conditions under which the SSF approach can provide significant computational savings.

We assume that the system (7.1) is not uncertain, has polynomial dynamics, and is autonomous. Without exploiting structure, the required SOS program for certifying dissipativity is given by Program 2.11. There are $R + 1$ SOS decision variables $(V(x)$ and $\sigma_i(x)$, where $i = 1, \ldots, R$) defined by Program 2.11, where $R$ is the number of polynomials $\phi_i(x)$ defining the estimate $\Phi \supseteq \mathcal{D}$.

Each of these is a polynomial of even degree $2d_i$ in $N$ variables, for $i = 0, 1, \ldots, R$. The number of decision variables in the resulting semi-definite program contributed by each polynomial is indicated in Table 2.1, and grows extremely rapidly with both $N$ and $d_i$.

In contrast, we now consider the structured approach combining $K$ instances of Program 7.4 with Program 7.5. Each instance of Program 7.4 for fixed $k$ is an SOS program seeking $R_1 + 1$ SOS decision variables: $V_k(x_1)$, and $\sigma_{k,r}$ for $r = 1, \ldots, R_1$. Each of these polynomials takes arguments $x_1$ in $N_1 < N$ dimensions. Also, since $\mathcal{D}_1$ is in $N_1 < N$ dimensions, it is likely that the estimate $\Phi_1 \supseteq \mathcal{D}_1$ can be defined by $R_1 < R$ polynomials. This implies that the computation of each of the upstream programs will be significantly cheaper than the full program.

In addition to the cheaper computation of Program 7.4, we also consider the computational cost of Program 7.5. There are $R_2 + 2K + 1$ SOS decision variables in this program: $W_0(x_2)$, $W_k(x_2)$ and $\tau_k(x_2, u_2, w)$ for $k = 1, \ldots, K$, and $\rho_r(x_2, u_2, w)$ for $r = 1, \ldots, R_2$. Since $u_2$ and $w$ also appear in the arguments of some decision variables, the resulting polynomials are SOS polynomials in $N_2 + \ldots$
\(N_{u_2} + K\) variables, where \(N_{u_2}\) denotes the number of inputs to the downstream system. Therefore, to ensure that the decomposed strategy of this chapter provides computational savings over the standard approach of Program 2.11, one possible heuristic is that the inequality \(N_{u_2} + K < N_1\) should hold as strongly as possible.

Each term on the left-hand side of this inequality can be minimised. We should ensure that the number of inputs from upstream to downstream (that is, \(N_{u_2}\)) is as small as possible.\(^1\) Another way to reduce computational burden is to make the number \(K\) of upstream analyses small. This requirement implies that the \(K\) upstream supply rates \(s_k\) should be chosen to be as informative about the upstream system as possible; this is discussed in more detail in Section 7.6.1 below.

For example, consider a cascade of two systems, chosen such that \(N_1 = 6\) and \(N_2 = 4\), so that \(N = 10\). Suppose the upstream output \(z_1 = u_2\) that drives the downstream system is a scalar, so that \(N_{u_2} = 1\). Assuming \(K = 1\), Program 2.11 in 10-dimensional space can be decomposed into \(K + 1 = 2\) SOS programs. The upstream computation in Program 7.4 seeks polynomials of \(N_1 = 6\) variables, while the downstream computation in Program 7.5 seeks polynomials of \(N_2 + N_{u_2} + K = 4 + 1 + 1 = 6\) variables also. Given that the computational burden of SOS programs increases extremely rapidly with state dimension, this means that the decomposed strategy will provide a significant saving when certifying the dissipativity of (7.1). Section 7.4 will demonstrate the benefit of this speed-up on two example BRN models.

### 7.2.6 Optimisation

Suppose that an objective function on \(V\) is also required. When decomposing the SOS program, the objective function must also be decomposed into each of the upstream programs and the downstream program, at the potential cost of some suboptimality. Without the objective function, all of the \(K\) instances of Program 7.4, together with Program 7.5, are decoupled. However, when an objective function is overlaid with the feasibility constraints given in each of these SOS programs, the optimisation problem needs to be carefully decomposed to balance the trade-off between the potential conservatism of the optimised result and computational speed [47].

It will be shown below that decomposing the estimation of reduction error and parameter sensitivity admits a heuristic, greedy approach that balances these competing requirements. First, each of the \(K\) instances of Program 7.4 can be computed in parallel with its own objective function, returning optimal \(V_k\) for \(k = 1, \ldots, K\). The optimal values of the \(K\) upstream objective functions will be used to define an objective for Program 7.5. This implies that the downstream analysis is no longer decoupled from the upstream analysis, but ensures that the resulting storage functions provide a tight upper estimate of the optimal upper bound. Examples of this approach can be seen in Programs 7.10 and 7.11 below.

### 7.3 Cascaded Perturbations

This section applies the decomposed dissipativity analysis above to the error system problem given in Chapter 3. Similarly to the definition of the nominal and perturbed systems in (3.1), we

---

\(^1\)This criterion is similar to that proposed in Section 6.5.1 of minimising the rank of the inter-layer communication matrix \(A_{lk}\), giving the minimal number of inputs from layer \(k\) to layer \(l\).
can define a nominal and perturbed cascade system with dynamics

\begin{align}
\text{Nominal upstream: } \dot{x}_1 &= f_1(x_1; \pi_1), \quad z_1 = h_1(x_1), \quad x_1(0) = x_{1,0}; \\
\text{Perturbed upstream: } \dot{x}_1 &= \tilde{f}_1(\tilde{x}_1; \tilde{\pi}_1), \quad \tilde{z}_1 = \tilde{h}_1(\tilde{x}_1), \quad \tilde{x}_1(0) = \chi_1(x_{1,0}),
\end{align}
(7.9a)

where each output $z_1 = u_2$ and $\tilde{z}_1 = \tilde{u}_2$ forms an input to the downstream systems

\begin{align}
\text{Nominal downstream: } \dot{x}_2 &= f_2(x_2; u_2; \pi_2), \quad z_2 = h_2(x_2), \quad x_2(0) = x_{2,0}; \\
\text{Perturbed downstream: } \dot{x}_2 &= \tilde{f}_2(\tilde{x}_2; \tilde{u}_2; \tilde{\pi}_2), \quad \tilde{z}_2 = \tilde{h}_2(\tilde{x}_2), \quad \tilde{x}_2(0) = \chi_2(x_{2,0}),
\end{align}
(7.9b)

The two outputs of the cascade are denoted $y = z_2$ and $\tilde{y} = \tilde{z}_2$. As with (3.1), this notation captures many of the possible perturbations to the cascade system. For example, parameter sensitivity analysis is the case where $\pi_i \neq \tilde{\pi}_i$ for $i = 1$ or $i = 2$. The task of this section, as in Chapter 3, is to find an upper bound on the $L_2$ norm of the difference in outputs $\|y - \tilde{y}\|$ incurred by structural or parametric perturbations. However, unlike Chapter 3, we will not consider the worst-case response, and instead assume that the initial conditions $x_i(0)$ and $\tilde{x}_i(0)$ of each subsystem $i = 1,2$ are fixed. Nevertheless, the results below can be easily extended in the manner described in Section 3.1.3 to consider worst-case responses over sets $\mathcal{X}_{i,0}$ of initial conditions for each subsystem.

### 7.3.1 Incremental gain

We will first consider the case where the downstream system is not directly perturbed, so that the vector fields $f_2 = \tilde{f}_2$, the output maps $h_2 = \tilde{h}_2$, the parameters $\pi_2 = \tilde{\pi}_2$, and the initial conditions $x_2(0) = \tilde{x}_2(0)$ are all equal. The only disturbance to the downstream system arises from the response of the upstream system, where $u_2 \neq \tilde{u}_2$. In this case, the concept of incremental gain [24, 163] can be applied to estimate an upper bound on the resulting output difference $\|y - \tilde{y}\|_2$.

Suppose there exists $\gamma \geq 0$ such that the combined downstream system (7.9b) is dissipative with respect to the supply rate

$$s_\gamma(u_2, \tilde{u}_2, z_2, \tilde{z}_2) = \gamma^2 |u_2 - \tilde{u}_2|^2 - |z_2 - \tilde{z}_2|^2,$$

and define the set $\Gamma$ as the set of all such $\gamma$. Then the incremental gain $\gamma^*$ of the system is defined as $\gamma^* = \inf(\Gamma)$. For a fixed feasible $\gamma \in \Gamma$, the corresponding storage function will be denoted $W_0(x_2, \tilde{x}_2)$. Substituting $s_\gamma$ into the dissipativity inequality (2.2) implies that

$$|z_2 - \tilde{z}_2|^2 \leq \gamma^2 |u_2 - \tilde{u}_2|^2 - \frac{dW_0(x_2(t), \tilde{x}_2(t))}{dt}.$$

Then, similarly to the error estimation technique in Section 3.1, we can integrate this inequality across the entire time horizon $t \geq 0$ to deduce the linear inequality

$$|z_2 - \tilde{z}_2|^2 \leq \gamma^2 \|u_2 - \tilde{u}_2\|^2 + W_0(x_2(0), \tilde{x}_2(0)),$$

(7.11)

where it is assumed, as in Chapter 2, that $x_2, \tilde{x}_2 \to 0$ and $W_0(0,0) = 0$. This provides an upper
bound on the $\mathcal{L}_2$ norm of the change in output as a linear function of the $\mathcal{L}_2$ norm of the change in input.

Hence, the technique of incremental gain enables a decomposed approach to perturbation analysis through dissipativity. Suppose that a storage function $V_1(x_1, \dot{x}_1)$ exists such that the upstream system (7.9a) is dissipative with respect to $s_1(z_1, \dot{z}_1) = |z_1 - \dot{z}_1|^2$. The function $V(x_1, \dot{x}_1, x_2, \dot{x}_2) = \gamma^2 V_1 + W_0$ is therefore a storage function proving the dissipativity of the entire system with respect to $s = -|z_2 - \dot{z}_2|^2$, and the error bound
\[
\|y - \tilde{y}\|^2 \leq \gamma^2 V_1(x_1(0), \dot{x}_1(0)) + W_0(x_2(0), \dot{x}_2(0)) = V_{t=0}
\]
is implied by (7.11). The factor $\gamma^2$ quantifies how the upstream perturbation, estimated by $V(x_1(0), \dot{x}_1(0))$, propagates downstream. The function $V$ is clearly an SSF of the form (7.6), with $K = 1$ and constant $W_1 = \gamma^2$.

There may be some cases for which no $\gamma$ exists such that the dissipativity of the downstream system (7.9b) with respect to $s_\gamma$ can be shown. Section 7.4 will illustrate two such cases, and demonstrate how to overcome these problems, using the more generic SSF formulation with $K \geq 1$ and non-constant $W_k(x_2)$ for $k = 1, \ldots, K$.

7.3.2 SSFs and error signal propagation

In Section 7.2 we showed how SSFs provide a method for decomposing the dissipativity analysis of large-scale nonlinear systems, containing the summed storage function approach as a special case. Indeed, the incremental gain approach is essentially equivalent to the summed storage function approach for a particular choice of upstream storage function, and assuming that the downstream subsystem is not perturbed.

For any perturbation to either the upstream or downstream subsystem, the SOS programs that can be used to bound the response $\|y - \tilde{y}\|$ are Program 7.4 and Program 7.5, applied to the upstream system (7.9a) and downstream system (7.9b) respectively.

**Proposition 7.7.** Consider each output $V_k$, $k = 1, \ldots, K$ of the $K$ instances of Program 7.4 applied to (7.9a), and for the $K + 1$ outputs $W_k$, $k = 0, \ldots, K$ of Program 7.5 applied to (7.9b). Then, for fixed initial conditions $x_i(0)$ and $\tilde{x}_i(0)$ for each subsystem $i = 1, 2$, the inequality
\[
\|y - \tilde{y}\|^2 \leq W_0(x_2(0), \dot{x}_2(0)) + \sum_{k=1}^{K} W_k(x_2(0), \dot{x}_2(0)) V_k(x_1(0), \tilde{x}_1(0))
\]
is an upper bound, derived from the structured storage function $V = W_0 + \sum_{k=1}^{K} W_k V_k$, for the response of the nominal system to structural or parametric perturbations.

We will show later in this chapter that the flexibility of SSFs over the incremental gain approach has a number of benefits. First, it is much more widely applicable, since we can deal with perturbations to the downstream system, rather than simply to its input. Furthermore, when incremental gain methods cannot bound the output response, using non-constant SOS variables $W_k$ and different (or additional) upstream supply rates $s_k(z_1, \dot{z}_1)$ may be enough to enable dissipativity to be shown. Finally, even when a bound can be found through using incremental gain,
it may be the case that the SSF-derived bound is tighter, since it includes constant $W_1 = \gamma^2$ as a special case.

7.4 Example: Layered Sensitivity

This section will demonstrate how to decompose the dissipativity analysis of the cascaded BRN system

\[
X + E \xrightarrow{\beta_1} C \xrightarrow{\beta_2} Y + E, \quad (7.12a)
\]

\[
Y + K \xrightarrow{\beta_3} Z, \quad (7.12b)
\]

which will also illustrate situations where the more general SSF formulation enables a decomposed strategy when incremental gain approaches fail.

The dynamics of (7.12) can be written in the form (7.1), where it is assumed that the concentration of $Z$ is the output of interest. For the upstream state $x_1 = (x_{1,1}, x_{1,2})$ and (scalar) downstream state $x_2$, this system can be realised by the ODEs

\[
\begin{bmatrix}
\dot{x}_{1,1} \\
\dot{x}_{1,2} \\
\dot{x}_2
\end{bmatrix} =
\begin{bmatrix}
1 & -1 & \beta_1 (-x_{1,1} - x_{1,2})(P_0 - x_{1,1}) - \beta_{-1} x_{1,1} \\
0 & 1 & \beta_2 x_{1,1} \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & -1 & \beta_1 (-x_{1,1} - x_{1,2})(P_0 - x_{1,1}) - \beta_{-1} x_{1,1} \\
0 & 1 & \beta_2 x_{1,1} \\
0 & 0 & 1
\end{bmatrix}, \quad z_1 = x_{1,2}, \quad (7.13a)
\]

\[
\dot{x}_2 = \beta_3 (k_0 - R - x_2) (x_0 + y_0 - R + u_2 - x_2), \quad z_2 = x_2, \quad (7.13b)
\]

for $u_2 = z_1$ and $y = z_2$, and with initial conditions $x_1(0) = (0, -x_0)$ and $x_2(0) = -R$ for the parameter $R = \min(k_0, x_0 + y_0)$. It can be shown that each state approaches zero as $t \to \infty$. The relation between the dynamical system (7.13) and the reactions (7.12) is shown in Appendix C.

This section will consider perturbations to the parameter $\beta_2$ from its nominal value $\beta_2 = 1$ to a new value $\tilde{\beta}_2 > 1$. The steady state of this system will not change, but the transient dynamics will be altered. The following results compare the SOS dissipativity technique of Chapter 3 with the decomposed analysis of this chapter.

7.4.1 Parametric perturbations

First consider the unstructured SOS approach, given in Chapter 3, to the parametric perturbation of (7.13). We first compare the output trajectory $y = x_2$ of this system to the output $\tilde{y} = \tilde{x}_2$ of the perturbed system

\[
\begin{bmatrix}
\dot{\tilde{x}}_{1,1} \\
\dot{\tilde{x}}_{1,2} \\
\dot{\tilde{x}}_2
\end{bmatrix} =
\begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\beta_1 (-\tilde{x}_{1,1} - \tilde{x}_{1,2})(P_0 - \tilde{x}_{1,1}) - \beta_{-1} \tilde{x}_{1,1} \\
\beta_2 \tilde{x}_{1,1} \\
\beta_3 (k_0 - R - \tilde{x}_2) (x_0 + y_0 - R + \tilde{x}_{1,2} - \tilde{x}_2)
\end{bmatrix}, \quad (7.14)
\]

where the nominal vector value $\beta_2$ has been perturbed to $\tilde{\beta}_2$. The dynamics (7.13) and (7.14) correspond to the form (3.1), with output $y - \tilde{y} = x_2 - \tilde{x}_2$. The following SOS program can be used to find an upper bound on the $L_2$ norm of this response.
The dynamics change in the nominal input trajectory $u$ dynamics (7.13b) are not directly affected, and instead respond to the perturbation through a perturbation of $\beta$. The computation can be decomposed by applying the SSF techniques introduced in this chapter. In this example, the perturbation to $\beta$ applies directly only to the upstream layer's dynamics (7.13a); the downstream dynamics (7.13b) are not directly affected, and instead respond to the perturbation through a change in the nominal input trajectory $u_2 = z_1 = x_{2,1}$ to the perturbed input trajectory $\tilde{u}_2 = \tilde{x}_1 = \tilde{x}_{2,1}$.

In this section, we substitute the nominal upstream dynamics (7.13a) into the upstream error system (7.9a). The dynamics

$$
\begin{bmatrix}
\dot{x}_{1,1} \\
\dot{x}_{1,2}
\end{bmatrix} =
\begin{bmatrix}
1 & -1 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\beta_1(-\tilde{x}_{1,1} - \tilde{x}_{1,2})(P_0 - \tilde{x}_{1,1}) - \beta_{-1} \tilde{x}_{1,1} \\
\tilde{\beta}_2 \tilde{x}_{1,1}
\end{bmatrix},
$$

where the eight polynomials $\phi_i(x, \tilde{x})$ and $\tilde{\phi}_i(x, \tilde{x})$ defining an upper estimate on the state space are given by

$$
\begin{align*}
\phi_1 &= x_{1,1}(x_{1,1} - P_0), \\
\phi_2 &= x_{1,2}(x_{1,2} + x_0), \\
\phi_3 &= x_2(x_2 + R), \\
\phi_4 &= -(x_0 + y_0 - R + x_{1,2} - \tilde{x}_2),
\end{align*}
\begin{align*}
\tilde{\phi}_1 &= \tilde{x}_{1,1}(\tilde{x}_{1,1} - P_0), \\
\tilde{\phi}_2 &= \tilde{x}_{1,2}(\tilde{x}_{1,2} + x_0), \\
\tilde{\phi}_3 &= \tilde{x}_2(\tilde{x}_2 + R), \\
\tilde{\phi}_4 &= -(x_0 + y_0 - R + \tilde{x}_{1,2} - \tilde{x}_2).
\end{align*}
$$

The polynomials $\phi_i$ and $\tilde{\phi}_j$ above have been defined such that $\phi_i \leq 0$ and $\tilde{\phi}_j \leq 0$ implies that the concentration of each species is non-negative.

We ran each of the SOS programs for the nominal parameter set $(\beta_1, \beta_{-1}, \beta_2, \beta_3, P_0)$ given by $(1, 1, 1, 1)$, two perturbed values of $\beta_2 = 2$ and $\tilde{\beta}_2 = 3$, and across three initial conditions $(x_0, y_0, k_0) = (2, 2, k_0)$ for three values of $k_0 = 1, 3, 5$. This required a total of six SOS programs, resulting in the upper bounds on the parameter sensitivity $\|y - \tilde{y}\|$ that are displayed in Table 7.1. As in Section 3.2.2, these bounds are extremely close to the simulated output responses (data not shown).

<table>
<thead>
<tr>
<th>$|y - \tilde{y}|^2$ bounds</th>
<th>$k_0 = 1$</th>
<th>$k_0 = 3$</th>
<th>$k_0 = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\beta}_2 = 2$</td>
<td>$0.0004$</td>
<td>$0.0930$</td>
<td>$0.6792$</td>
</tr>
<tr>
<td>$\tilde{\beta}_2 = 3$</td>
<td>$0.0012$</td>
<td>$0.1865$</td>
<td>$1.2944$</td>
</tr>
</tbody>
</table>

Table 7.1: Upper bounds on parameter sensitivity $\|y - \tilde{y}\|^2$ for varying parameter perturbations and varying initial concentrations $k_0$ of $K$.}

**Program 7.8** Define the SOS polynomial decision variables $V(x, \tilde{x})$, $\sigma_i(x, \tilde{x})$, and $\tilde{\sigma}_j(x, \tilde{x}) \in \Sigma[\Sigma, \tilde{\Sigma}]$, for $i, j = 1, \ldots, 4$. Minimise the upper bound $V(0, -x_0, -R, 0, -x_0, -R)$ subject to the SOS constraint

$$
- [V + (x_2 - \tilde{x}_2)^2] + \sum_{i=1}^{4} \sigma_i \phi_i + \sum_{j=1}^{4} \tilde{\sigma}_j \tilde{\phi}_j \in \Sigma[\Sigma, \tilde{\Sigma}],
$$

where the eight polynomials $\phi_i(x, \tilde{x})$ and $\tilde{\phi}_i(x, \tilde{x})$ defining an upper estimate on the state space are given by

$$
\begin{align*}
\phi_1 &= x_{1,1}(x_{1,1} - P_0), \\
\phi_2 &= x_{1,2}(x_{1,2} + x_0), \\
\phi_3 &= x_2(x_2 + R), \\
\phi_4 &= -(x_0 + y_0 - R + x_{1,2} - \tilde{x}_2),
\end{align*}
\begin{align*}
\tilde{\phi}_1 &= \tilde{x}_{1,1}(\tilde{x}_{1,1} - P_0), \\
\tilde{\phi}_2 &= \tilde{x}_{1,2}(\tilde{x}_{1,2} + x_0), \\
\tilde{\phi}_3 &= \tilde{x}_2(\tilde{x}_2 + R), \\
\tilde{\phi}_4 &= -(x_0 + y_0 - R + \tilde{x}_{1,2} - \tilde{x}_2).
\end{align*}
$$

The polynomials $\phi_i$ and $\tilde{\phi}_j$ above have been defined such that $\phi_i \leq 0$ and $\tilde{\phi}_j \leq 0$ implies that the concentration of each species is non-negative.

We ran each of the SOS programs for the nominal parameter set $(\beta_1, \beta_{-1}, \beta_2, \beta_3, P_0)$ given by $(1, 1, 1, 1)$, two perturbed values of $\beta_2 = 2$ and $\tilde{\beta}_2 = 3$, and across three initial conditions $(x_0, y_0, k_0) = (2, 2, k_0)$ for three values of $k_0 = 1, 3, 5$. This required a total of six SOS programs, resulting in the upper bounds on the parameter sensitivity $\|y - \tilde{y}\|$ that are displayed in Table 7.1. As in Section 3.2.2, these bounds are extremely close to the simulated output responses (data not shown).

### 7.4.2 Upstream analysis

In contrast to the example of unstructured dissipativity analysis, the computation can be decomposed by applying the SSF techniques introduced in this chapter. In this example, the perturbation of $\beta_2$ to $\tilde{\beta}_2$ applies directly only to the upstream layer's dynamics (7.13a); the downstream dynamics (7.13b) are not directly affected, and instead respond to the perturbation through a change in the nominal input trajectory $u_2 = z_1 = x_{2,1}$ to the perturbed input trajectory $\tilde{u}_2 = \tilde{x}_1 = \tilde{x}_{2,1}$.
with perturbed parameter $\tilde{\beta}_2$ and output $\tilde{z}_1 = \tilde{x}_1$, is used as the perturbed system in (7.9a). Similarly to the combined analysis above, we can attempt to bound any given supply rate $s_k(z_1, \tilde{z}_1)$, where the integer $k$ indexes the set of possible supply rates, through the following instance of Program 7.4.

**Program 7.9** For the SOS decision variables $V_k(x_1, \bar{x}_1) \in \Sigma[x_1, \bar{x}_1]$, $\sigma_j(x_1, \bar{x}_1) \in \Sigma[x_1, \bar{x}_1]$, and $\tilde{\sigma}_j(x_1, \bar{x}_1) \in \Sigma[x_1, \bar{x}_1]$, for $i, j = 1, \ldots, 2$, we seek to minimise $V_k(0, -x_0, 0, -x_0)$ subject to the SOS constraint

$$-\left[\dot{V}_k - s_k(z_1, \tilde{z}_1)\right] + \sum_{i=1}^2 \sigma_i \phi_i + \sum_{j=1}^2 \tilde{\sigma}_j \tilde{\phi}_j \in \Sigma[x_1, \bar{x}_1]$$

for the four polynomials $\phi_i(x_1, \bar{x}_1)$ and $\tilde{\phi}_j(x_1, \bar{x}_1)$ given above with $i, j = 1, 2$.

For example, if $s_1 = -(z_1 - \tilde{z}_1)^2$, then Program 7.9 bounds the sensitivity of the upstream output $z_1$ to the parameter perturbation $\tilde{\beta}_2$. Alternatively, the supply rate $s_2 = -(z_1 + \tilde{z}_1)^2$ can be used in Program 7.9 to bound the total size of both systems’ outputs. The results for each of these storage functions are given in Table 7.2. Note that, because the nominal and perturbed upstream system’s dynamics are both independent of $k_0$, the varying values of $k_0$ given in Table 7.1 have no effect on the upstream error.

### 7.4.3 Incremental gain

The parameter perturbation only affects the upstream layer’s dynamics. This means that the response of the downstream layer’s output depends only on the change in the input from upstream, from $u_2 = z_1$ to $\tilde{u}_2 = \tilde{z}_1$. This section applies incremental gain techniques, discussed in Section 7.3.1, to estimate the propagation of the upstream response into the downstream system. It will be shown that, for this example, a parameter region exists for which incremental gain techniques fail.

We substitute the downstream layer’s dynamics (7.13b), with nominal input $u_2$ and perturbed input $\tilde{u}_2$ respectively, into the error system (7.9b). Thus this section is concerned with the resulting error system

\[
\begin{align*}
\dot{x}_2 &= \beta_3(k_0 - R - x_2)(x_0 + y_0 - R + u_2 - x_2) \quad \text{(7.15a)} \\
\dot{\tilde{x}}_2 &= \beta_3(k_0 - R - \tilde{x}_2)(\bar{x}_0 + \bar{y}_0 - R + \tilde{u}_2 - \tilde{x}_2), \quad \text{(7.15b)}
\end{align*}
\]

with initial conditions $x_2(0) = \bar{x}_2(0) = -R$. The response of the output, measured by $\|x_2 - \bar{x}_2\|^2$, can be related to the difference $\|u_2 - \tilde{u}_2\|^2$ in the input through the following SOS program for finding the incremental gain of the downstream layer (7.13b).
Program 7.10  For the SOS decision variables $W_0(x_2, \tilde{x}_2) \in \Sigma[x_2, \tilde{x}_2]$, $\sigma_i(x_2, \tilde{x}_2, u_2, \tilde{u}_2) \in \Sigma[x_2, \tilde{x}_2, u_2, \tilde{u}_2]$, and $\tilde{\sigma}_j(x_2, \tilde{x}_2, u_2, \tilde{u}_2) \in \Sigma[x_2, \tilde{x}_2, u_2, \tilde{u}_2]$, where $i, j = 1, \ldots, 3$, minimise one of the following three objective functions:

OBJ1  The additional constant decision variable $\gamma^2$;

OBJ2  The upper bound $\gamma^2 E^2 + W_0(-R, -R)$ over the additional constant decision variable $\gamma^2$, where $E^2$ is a pre-determined upper bound on the upstream error $\|u_2 - \tilde{u}_2\|^2 \leq E^2$;

OBJ3  $W_0(-R, -R)$, given a pre-defined specific value of $\gamma^2$;

subject to the SOS constraint

$$- [\tilde{W}_0 + (x_2 - \tilde{x}_2)^2 - \gamma^2(u_2 - \tilde{u}_2)^2] + \sum_{i=1}^{3} \sigma_i \theta_i + \sum_{j=1}^{3} \tilde{\sigma}_j \tilde{\theta}_j \in \Sigma[x_2, \tilde{x}_2, u_2, \tilde{u}_2]$$

where the polynomials $\theta_i(x_2, u_2) = \phi_{i+1}|_{\tilde{x}_2 = u_2}$ and $\tilde{\theta}_j(\tilde{x}_2, \tilde{u}_2) = \tilde{\phi}_{j+1}|_{\tilde{x}_2 = \tilde{u}_2}$ that define the estimate of the state space and input space

$$\mathcal{D}_2 \times \mathcal{U}_2 \subseteq \{(x_2, \tilde{x}_2, u_2, \tilde{u}_2) \mid \theta_i \leq 0, \tilde{\theta}_j \leq 0 \forall i, j = 1, 2, 3\} \quad (7.16)$$

are given by $\phi_{i+1}$ and $\tilde{\phi}_{j+1}$ defined in Section 7.4.1.

Recall that the results of the upstream dissipativity analysis, given in Table 7.2, are independent of $k_0$. However, this parameter has an important effect on the downstream dissipativity analysis. This ‘incremental gain’ SOS program will now be explored further for varying values of $k_0 = 1, 3, 5$, which are representative of three distinct parameter regions.

An excess of $K$  We first consider the case of the dynamics (7.13b) where $x_0 + y_0 < k_0$, so that $R = \min(x_0 + y_0, k_0) = x_0 + y_0$. In terms of the original dynamics (7.12), this corresponds to the situation where the initial concentration of $K$ is in sufficient excess to consume all of the initial mass of $Y$, plus that which is produced by $X$. We keep the same parameter values as previously, setting $k_0 = 5$.

Running Program 7.10 with these parameters and objective function OBJ1, the incremental gain is found to be bounded above by $\gamma^2 = 1 + \epsilon$, for a negligibly small value of $\epsilon$. If instead we fix $\gamma^2 = 1 + \epsilon$ for a given small parameter $\epsilon \ll 1$, then optimising objective function OBJ3 results in a minimal value of $W_0(-R, -R) = 0$, correct to seven decimal places. Therefore we can deduce an upper bound of

$$\|x_2 - \tilde{x}_2\|^2 \leq (1 + \epsilon) \|u_2 - \tilde{u}_2\|^2$$

in the case when $k_0 = 5$, for arbitrarily small values of $\epsilon$ that we can approximate as zero. Thus the bounds on the values of $\|u_2 - \tilde{u}_2\|^2$ given in the first column of Table 7.2 are also upper bounds on the downstream error. Comparing those values to the third column of Table 7.1, corresponding to $k_0 = 5$, it is clear that there is a degree of conservatism in this bound. This conservatism is the price of decomposing the unstructured storage function $V$ found by Program 7.8 into the SSF form $W_0(x_2, \tilde{x}_2) + \gamma^2 V_i(x_1, \tilde{x}_1)$ found by the combination of Program 7.9 and Program 7.10.
A scarcity of $K$  We now consider the case of the dynamics (7.13) where $k_0 < y_0 < x_0 + y_0$, so that $R = \min(x_0 + y_0, k_0) = k_0$. In terms of the original dynamics (7.12), this corresponds to the situation where the initial concentration of $K$ is not sufficient to consume all of the initial concentration of $Y$, nor any of the additional $Y$ produced from $X$ through the constant enzyme concentration $P_0$. We keep the same parameter values, apart from setting $k_0 = 1$.

Running Program 7.10 with these parameters and optimising objective function 1, the incremental gain is found to be equal to $\gamma^2 = 0$. This means that there is a feasible $W_0(x_2, \tilde{x}_2)$ for every non-negative value of $\gamma^2$, even when $\gamma^2 = 0$. In this case, by selecting objective OBJ3 for fixed $\gamma^2 = 0$ and minimising $W_0(-R, -R)$ the uniform upper bound

$$\|x_2 - \tilde{x}_2\|^2 \leq W_0(-R, -R) = 0.0838$$

can be constructed. This means that, regardless of the parameter perturbation's effect on the upstream layer, the downstream output will not deviate by more than this amount, given the initial condition $k_0 = 1$. This is true for arbitrarily large values of $\|u_2 - \tilde{u}_2\|^2$, corresponding to extreme perturbations of the upstream system. Indeed, this value of $W_0(-R, -R) = 0.0838$ is an upper bound on each entry of the first column of Table 7.1, corresponding to $k_0 = 1$. However, for the parameters chosen it gives a very conservative bound.

Objective function OBJ3 in Program 7.10 may allow for $W_0(-R, -R)$ to be further optimised. Other fixed values of $\gamma^2 > 0$ may result in better error bounds as the input response $\|u_2 - \tilde{u}_2\|^2$ varies. Figure 7.1 shows the result of taking 11 values of $\gamma^2_n = 0.006n$ for $n = 0, 1, \ldots, 10$. For each fixed value of $\gamma^2_n$, Program 7.10 calculates a feasible $W_{0,n}$ and optimises the value of $W_{0,n}(-R, -R)$ for each $\gamma^2_n$. For each $n = 0, 1, \ldots, 10$, the eleven straight lines $\gamma^2_n \|u - \tilde{u}\|^2 + W_{0}(-R, -R)$ define valid upper bounds on $\|x_2 - \tilde{x}_2\|^2$, each of which is a tighter bound than the others for different regions of $\|u_2 - \tilde{u}_2\|^2$.

Alternatively, the known bounds on $\|u_2 - \tilde{u}_2\|^2$ given by the first column of Table 7.2 can be used in objective function OBJ2 of Program 7.10. This strategy results in upper bounds for the response $\|x_2 - \tilde{x}_2\|^2$ of 0.0336 and 0.0517 respectively. These bounds are clearly less conservative than 0.0838 found using $\gamma^2 = 0$. However, comparison to the first column in Table 7.1 shows a significant level of conservatism in the incremental gain analysis.

Notwithstanding this conservatism, the results of choosing non-zero $\gamma^2$ or making use of the upstream bounds demonstrate that, by incorporating information about the upstream response $\|u_2 - \tilde{u}_2\|^2$ into the downstream SOS program, we can improve on the bounds found by simply calculating the incremental gain. This effect will become even clearer when we use the SSF approach to further generalise Program 7.10.

Moving $K$ from excess to scarcity  The final case of the dynamics (7.13) is where $y_0 < k_0 < x_0 + y_0$, so that again $R = \min(x_0 + y_0, k_0) = k_0$. In terms of the original dynamics (7.12), this corresponds to the situation where $K$ is in sufficient concentration to consume the initial concentration of $Y$, but the production of additional $Y$ from $X$ eventually causes scarcity of $K$ compared to $Y$. The parameter value corresponding to this case is given by $k_0 = 3$.

For this parameter choice, there is no value of $\gamma^2$ for which a feasible $W_0(x_2, \tilde{x}_2)$ can be found to satisfy the SOS condition in Program 7.10. Hence the incremental gain approach fails for
Figure 7.1: The 11 valid upper bounds shown above are constructed by fixing the values of \( \gamma_n^2 = 0.006n \) for \( n = 0, \ldots, 10 \) and optimising \( W_0, n(-R, -R) \) according to Program 7.10. Each straight line defines the bound \( \| x_2 - \tilde{x}_2 \|^2 \leq \gamma_n^2 \| u_2 - \tilde{u}_2 \|^2 + W_0, n(-R, -R) \).

this parameter choice, and without a more flexible approach a decomposed error bound cannot be found. In the following section, the SOS implementation of incremental gain given by Program 7.10 is replaced by Program 7.5, in order to search for a more general SSF.

### 7.4.4 Constructing SSFs

Section 7.3.1 showed that the incremental gain framework constructs an SSF of the form (7.6) with \( K = 1 \) and constant \( W_1 = \gamma^2 \). We can now apply the increased flexibility of the SSF formulation to the current example, in order to define an SOS program of the form given in Program 7.5 that can be used in place of Program 7.10 to construct an upper bound on \( \| x_2 - \tilde{x}_2 \|^2 \) given the perturbation of \( \beta_2 \) to \( \tilde{\beta}_2 \).

**Program 7.11** Suppose we are given \( K \) upstream supply rates \( s_k(u_2, \tilde{u}_2) \) for \( k = 1, \ldots, K \). Define the \( K + 1 \) SOS polynomial decision variables \( W_k(x_2, \tilde{x}_2) \in \Sigma \) for \( k = 0, 1, \ldots, K \). For the additional variable vector \( w = (w_1, \ldots, w_K)^T \), define also the \( K + 6 \) SOS polynomial decision variables \( \rho_i(x_2, \tilde{x}_2, u_2, \tilde{u}_2, w) \in \Sigma \), and \( \tilde{\rho}_j(x_2, \tilde{x}_2, u_2, \tilde{u}_2, w) \in \Sigma \), for \( i, j = 1, \ldots, 3 \), and \( \tau_k(x_2, \tilde{x}_2, u_2, \tilde{u}_2, w) \) for \( k = 1, \ldots, K \).

Minimise the objective function \( W_0(-R, -R) + \sum_{k=1}^{K} E_k^2 W_k(-R, -R) \), where \( E_k^2 \) is a pre-determined upper bound on the upstream response \( \int_0^\infty -s_k(u_2, \tilde{u}_2) \, dt \leq E_k^2 \), subject to the SOS constraint

\[
-W_0 + \sum_{k=1}^{K} (w_k \hat{W}_k + s_k W_k) + (x - \tilde{x})^2 + \sum_{i=1}^{3} \rho_i \theta_i + \sum_{j=1}^{3} \tilde{\rho}_j \tilde{\theta}_j - \sum_{k=1}^{K} \tau_k w_k \in \Sigma.
\]

Here the polynomials \( \theta_i(x_2, u_2) \) and \( \tilde{\theta}_j(\tilde{x}_2, \tilde{u}_2) \) defining the estimate (7.16) were given in Pro-
Suppose first that \( K = 1 \), and the only corresponding upstream supply rate is set to \( s_1 = -(u_2 - \tilde{u}_2)^2 \). The upper bound \( \| u_2 - \tilde{u}_2 \|^2 \leq E_1^2 \) can be found by applying Program 7.9, since \( u_2 = z_1 \) and \( \tilde{u}_2 = \tilde{z}_1 \). The two values of \( E_1^2 \) for the different parameter perturbations are given by the first column in Table 7.2, and can be substituted into the objective function of Program 7.11 with \( K = 1 \). For the varying values of \( k_0 = 1, 3, 5 \), this SOS program (where \( W_k \) is set to be a polynomial of degree 2 or 4) cannot improve upon any of the bounds found through the incremental gain approach of Program 7.10 (where \( W_1 = \gamma^2 \) is constant). Importantly, it still cannot return any bound when \( k_0 = 3 \).

However, now suppose that \( K = 2 \), with \( s_1 = -(u_2 - \tilde{u}_2)^2 \) as above, and with \( s_2 = -(u_2 + \tilde{u}_2)^2 \). In Section 7.4.2, two instances of Program 7.9 were used for \( k = 1, 2 \) to find storage functions \( V_k \) certifying the dissipativity of the upstream error system (7.9a) with respect to each of the supply rates \( s_k \). The resulting values of each \( E_k^2 \) are given in the \( k \)th column of Table 7.2, for each perturbed value \( \tilde{p}_2 \).

For \( k_0 = 3 \), consider Program 7.11 with \( K = 2 \), using these supply rates \( s_k \). Unlike the \( K = 1 \) case discussed above, this program is now feasible, meaning that an upper bound of

\[
\| x_2 - \bar{x}_2 \|^2 \leq W_0(-R, -R) + \sum_{k=1}^{2} E_k^2 W_k(-R, -R)
\]

can be constructed from the resulting SSF. The first two columns of Table 7.3 evaluate the minimal value of this upper bound in the two cases where \( \text{deg}(W_k) = 2 \) and \( \text{deg}(W_k) = 4 \), where the objective function of Program 7.11 uses the values of \( E_k^2 \) given in Table 7.2.

It is not clear how close this choice of \( s_2 \) is to being optimal, in the sense of providing a tight upper bound; other choices of \( s_2 \) can return upper bounds. Suppose instead that \( s_2 = -(u_2)^2 \). A single additional upstream analysis, implemented by using \( s_2 = -(u_2)^2 \) in Program 7.9, returns an upper bound of \( \| u_2 \|^2 \leq E_2^2 = 8.5419 \). The resulting error bounds found using this alternative choice of \( s_2 \) are given in the final two columns of Table 7.3. Clearly, the second choice of \( s_2 \) gives more conservative bounds than the original choice of \( s_2 = -(u_2 + \tilde{u}_2)^2 \). However, improvements on the original choice may exist. Clearly, an important open problem for research into the optimal application of the SSF method is to determine the best choices of upstream supply rates \( s_k \) to achieve the tightest possible bounds on the downstream response.

Section 7.6 will examine in more detail the reason that setting \( K = 2 \) and including \( s_2 = -(u_2 + \tilde{u}_2)^2 \) in the SSF formulation of Program 7.11 improves the outcome of the decomposed analysis past the incremental gain result.

<table>
<thead>
<tr>
<th>Bound on ( | x_2 - \bar{x}_2 |^2 )</th>
<th>( s_2 = -(u_2 + \tilde{u}_2)^2 )</th>
<th>( s_2 = -(u_2)^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_0 = 3 )</td>
<td>\text{deg}(W_k) = 2 \text{ deg}(W_k) = 4 )</td>
<td>\text{deg}(W_k) = 2 \text{ deg}(W_k) = 4 )</td>
</tr>
<tr>
<td>( \tilde{p}_2 = 2 )</td>
<td>0.7560 0.7158</td>
<td>0.8275 0.8251</td>
</tr>
<tr>
<td>( \tilde{p}_2 = 3 )</td>
<td>1.3130 1.2193</td>
<td>1.4985 1.4864</td>
</tr>
</tbody>
</table>

Table 7.3: Upper bounds on \( \| x_2 - \bar{x}_2 \|^2 \), found through SSFs constructed using Program 7.11 with \( K = 2 \), for two different choices of \( s_2 \) in Program 7.9. In each case, \( s_1 = (u_2 - \tilde{u}_2)^2 \). These errors correspond to the middle column in Table 7.1, where \( k_0 = 3 \).
7.4.5 Reducing computational burden

As stated in Section 7.2.5, an important motivation for the decomposition of dissipativity analysis is to speed computation. Each instance of the unstructured dissipativity analysis, carried out in Program 7.8 and used to populate Table 7.1, is an SOS program in 6 state variables, taking an average of 50.5 seconds to complete. However, in the structured case, each instance of the upstream analysis given by Program 7.9 for each \( s_k \) is an SOS program in 4 state variables, taking an average of only 2.95 seconds to complete.

In order for the structured computation to be faster than the unstructured computation, the downstream programs given by Program 7.10 or Program 7.11 should be quicker than the unstructured program. When \( k_0 \) is sufficiently small or sufficiently large, Program 7.10 is an SOS program in the 4 state variables \((x_2, \tilde{x}_2, u_2, \tilde{u}_2)^T\), and takes an average of 3.2 seconds to complete (for objective function 2). However, in the case of intermediate values of \( k_0 \) where an SSF is required with \( K = 2 \), Program 7.11 is an SOS program in 6 state variables \((x_2, \tilde{x}_2, u_2, \tilde{u}_2, w)^T\), and is therefore not significantly cheaper than the original unstructured computation, taking 46.2 seconds in the case of \( \text{deg}(W_k) = 2 \), and 48.0 seconds for \( \text{deg}(W_k) = 4 \).

Note that some of this cost can be offset by the fact that the resulting \( W_k \), for \( k = 0, 1, 2 \), found by Program 7.11 for pre-determined values of \( E^2_k \), remain valid (although suboptimal) components for constructing SSFs to bound different upstream perturbations. For example, suppose the perturbed parameter value is now \( \tilde{\beta} = 4 \) rather than 2 or 3 as in Table 7.3. Program 7.11 does not have to be run again in order to bound the dynamic response; the new perturbation to the upstream system only requires the relatively quick upstream computation of Program 7.9 to produce a valid upper bound on the difference in trajectories.

Nevertheless, Section 7.2.5 identified a criterion for the number of variables used in Program 7.4 and Program 7.5 to ensure that each subsystem's dissipativity calculation is cheaper than the unstructured case. In this example, the dimensions \((N_1, N_2, N_u, K) = (4, 2, 2, 2)\) used in Program 7.9 and Program 7.11 imply that the inequality \( N_u + K < N_1 \) does not hold, and thus the downstream SOS program is not significantly cheaper than the unstructured case.

7.5 Example: A Larger Cascade

Section 7.4.5 showed that the computational benefit of using SSFs for dissipativity analysis is obscured by the relative simplicity of the example used up to now. Consider instead the BRN with reactions (3.26), the dynamics of which form an ODE system (3.27) of dimension \( \text{rank}(S) = N = 6 \).

Note that this BRN contains the smaller BRN (7.12) as a layer. The dynamics of this BRN can be decomposed into the cascade form (7.1), and therefore belongs to the class of systems considered in this chapter. This derivation is given in Appendix C. The upstream system has state \( x_1 = (x_{1,1}, x_{1,2}, x_{1,3})^T \) with dynamics

\[
\begin{bmatrix}
\dot{x}_{1,1} \\
\dot{x}_{1,2} \\
\dot{x}_{1,3}
\end{bmatrix} =
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\alpha_1 x_{1,1} \\
\alpha_2 x_{1,2} \\
\alpha_{12} \left(p_{1,0} - P - x_{1,1} - x_{1,3}\right) \left(p_{2,0} - P - x_{1,2} - x_{1,3}\right)
\end{bmatrix}
= S^1 v^1(x_1),
\]

(7.17a)
with initial conditions $x_1(0) = (p_{1,0}, p_{2,0}, -P)^T$ and zero steady state. Here $P = \min(p_{1,0}, p_{2,0})$ is a constant parameter depending on the initial concentrations of $P_1$ and $P_2$.

The downstream system is driven by the scalar input $u_2 = z_1 = x_{1,3}$ equal to the output of the upstream system. The state $x_2 = (x_{2,1}, x_{2,2}, x_{2,3})^T$ has dynamics

$$
\begin{bmatrix}
\dot{x}_{2,1} \\
\dot{x}_{2,2} \\
\dot{x}_{2,3}
\end{bmatrix} =
\begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\beta_1(-x_{2,2} - x_{2,1})(P + u_2 - x_{2,1}) - \beta_2 x_{2,1} \\
\beta_2 x_{2,1} \\
\beta_3(x_0 + y_0 - R + x_{2,2} - x_{2,3})(k_0 - R - x_{2,3})
\end{bmatrix}
= S^2 v^2 (u_2, x_2)
$$

(7.17b)

with initial conditions $x_2(0) = (0, -x_0, -R)$ and zero steady state, where $R = \min(x_0 + y_0, k_0)$. The output of this subsystem is defined to be $z_2 = x_{2,3}$, which is assumed to be equal to the output $y = z_2$ of the combined system (7.17).

### 7.5.1 Parametric perturbations upstream: Two layers

Suppose that the parameter $\alpha_{12}$ is perturbed, and we aim to find a bound on the response of the output $\|y - \tilde{y}\|^2$, where the notation $\tilde{\cdot}$ again denotes the perturbed system. In this case, the unstructured error estimation computation given by Program 3.3 will require an unstructured SOS program in 12 variables ($x_1, x_2, \bar{x}_1, \bar{x}_2$), which cannot be solved in any reasonable timeframe on a standard desktop computer.

This example is intended to demonstrate that exploiting the cascade form of (7.17) to calculate an SSF provides significant computational benefits. A brief dimensional analysis supports this assertion. The error system associated with the upstream layer’s dynamics in (7.17a) has dimension $N_1 = 6$, corresponding to the variables ($x_1, \bar{x}_1$). Thus, for given upstream storage functions $s_k$, with $k = 1, \ldots, K$, each instance of the upstream dissipativity computation in Program 7.4 is an SOS program in 6 state variables, which will clearly be far faster than an SOS program in 12 variables. The error system associated with the downstream dynamics (7.17b) has state dimension $N_2 = 6$, and input dimension $N_{u_2} = 2$. Thus the total number of states used in Program 7.5 will be $N_2 + N_{u_2} + K = 8 + K$. Therefore, we expect that its implementation will be significantly cheaper than that of the unstructured Program 3.3 for smaller values of $1 \leq K < 4$.

Suppose that the nominal parameter $\alpha_{12} = 1$ is perturbed to $\tilde{\alpha}_{12} = 2$. The other parameters remain constant, given in Table 7.4. Substituting the error system corresponding to the upstream subsystem (7.17a) into Program 7.4 for $s_1(z_1, \bar{z}_1) = -(z_1 - \bar{z}_1)^2$ results in an upper bound $\|z_1 - \bar{z}_1\|^2 \leq 0.0405$ in approximately 75 seconds. Upon attempting to use this form of $s_1$ in Program 7.5, with $K = 1$, we find that there is no feasible pair $W_0$, $W_1$ of SOS polynomials that can be used to construct an SSF for the downstream output in this parameter range. As in the previous example, a parallel upstream dissipativity computation, putting $s_2 = -(z_1 + \bar{z}_1)^2$ into another instance of Program 7.4, results in an upper bound $\|z_1 + \bar{z}_1\|^2 \leq 4.609$ in a similar time of approximately 75 seconds. Both $s_1$ and $s_2$ may now be substituted into Program 7.5 to attempt to construct an SSF for $K = 2$. This SOS program is in $N_2 + N_{u_2} + K = 6 + 2 + 2 = 10$ variables, which is clearly an improvement on the unstructured program’s $N = 12$ variables. By minimising the value of $W_0 + 0.0405 W_1 + 4.609 W_2$, an upper bound of $\|y - \tilde{y}\|^2 \leq 0.6717$ can be found in just over 2 hours, searching over $W_k \in \Sigma$ of degree 4.
The downstream dissipativity calculation is implemented by substituting the error system of (7.18b) resulting in upstream storage functions \( V \) corresponding to \( s \) perturbation of its input from \( u \) that an SOS program bounding the response \( \| y - \tilde{y} \|^2 \) to a different perturbation of the upstream system, albeit more conservatively. Only two parallel instances of the much cheaper Program 7.4 are required to find new upstream storage functions \( V_1 \) and \( V_2 \), which are substituted into \( V = W_0 + W_1 V_1 + W_2 V_2 \) to give a new, valid SSF in a timescale on the order of one minute, rather than hours.

### 7.5.2 Parametric perturbations upstream: Three layers

Alternatively, the results of the dissipativity analysis in Section 7.4 can now be applied to this larger example. This is implemented by the further decomposition of the downstream dynamics (7.17b) into the form similar to (7.13). The resulting dynamics are

\[
\begin{align*}
\dot{x}_1 &= S^1 v^1(x_1) \text{ as in (7.17a)}, \\
\dot{x}_2 &= \begin{bmatrix}
\dot{x}_{2,1} \\
\dot{x}_{2,2}
\end{bmatrix}
= \begin{bmatrix}
1 & -1 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
\beta_1(-x_{2,2} - x_{2,1})(P + u_2 - x_{2,1}) \\
\beta_2 x_{2,1}
\end{bmatrix}, \\
\dot{x}_3 &= \beta_3(x_0 + y_0 - R + u_3 - x_3)(k_0 - R - x_3),
\end{align*}
\]

with the cascade implied by \( u_2 = z_1 = x_{1,3} \) driving the second subsystem, and \( u_3 = z_2 = x_{2,2} \) driving the third subsystem. The initial conditions of the nominal and perturbed systems are given by \( x_1(0) = \tilde{x}_2(0) = (p_{1,0}, p_{2,0}, -P)^T \) for layer 1, \( x_2(0) = \tilde{x}_2(0) = (0, -x_0)^T \) for layer 2, and \( x_3(0) = \tilde{x}_3(0) = -R \) for the final layer.

Observe that the downstream subsystem (7.18c) is of exactly the same form as the downstream subsystem (7.13b). Since the parameters satisfy \( k_0 = 5 > x_0 + y_0 \), the previous calculation of the incremental gain of (7.13b) as \( \gamma^2 = 1 \) implies that

\[
\| y - \tilde{y} \|^2 = \| x_3 - \tilde{x}_3 \|^2 \leq \| u_3 - \tilde{u}_3 \|^2 = \| x_{2,2} - \tilde{x}_{2,2} \|^2.
\]

This additional decomposition step, coupled with the analysis in the previous example, implies that an SOS program bounding the response \( \| x_{2,2} - \tilde{x}_{2,2} \|^2 \) of the midstream layer (7.18b) to the perturbation of its input from \( u_2 \) to \( \tilde{u}_2 \) is sufficient to bound \( \| y - \tilde{y} \|^2 \).

We consider again the SSF approach with \( K = 2 \). The two instances of Program 7.4 corresponding to \( s_1 = -(z_1 - \tilde{z}_1)^2 \) and \( s_2 = -(z_1 + \tilde{z}_1)^2 \) have already been carried out in Section 7.5.1, resulting in upstream storage functions \( V_1 \) and \( V_2 \) such that

\[
\begin{align*}
V_1(x_1(0), \tilde{x}_1(0)) &= E_1^2 = 0.0405, \\
V_2(x_1(0), \tilde{x}_1(0)) &= E_2^2 = 4.609.
\end{align*}
\]

The downstream dissipativity calculation is implemented by substituting the error system of (7.18b)
and supply rates \( s_k(u_2, \tilde{u}_2) \), for \( k = 1, 2 \), into Program 7.5. This SOS program is in 8 variables \((x_{2,1}, x_{2,2}, \tilde{x}_{2,1}, \tilde{x}_{2,2}, u_2, \tilde{u}_2, w_1, w_2)\), which is clearly a more significant improvement over 12 variables than 10 was in the two-layer case of Section 7.5.1. The upper bound on \( \|x_{2,2} - \tilde{x}_{2,2}\|_2^2 \) found by minimising \( W_0 + W_1 E_1^2 + W_2 E_2^2 \) (evaluated at the initial conditions) implies that

\[
\|y - \tilde{y}\|^2 \leq \|x_{2,2} - \tilde{x}_{2,2}\|^2 \leq 0.7003,
\]

which can be achieved in around 12 minutes. This compares with the simulated responses of \( \|x_{2,2} - \tilde{x}_{2,2}\|^2 = 0.0515 \), and \( \|y - \tilde{y}\|^2 = 0.0479 \). Again, the conservatism of each of these upper bounds is the cost of the SSF approach, which allows an SOS-derived bound in a reasonable time frame. Furthermore, it is likely that different choices of upstream \( s_i \) could produce less conservative bounds.

## 7.6 Discussion

This chapter has introduced the novel framework of Structured Storage Functions (SSFs). This framework allows system structure (specifically, cascade structures) to be exploited in order to decompose the SOS implementation of dissipativity analysis introduced in Chapter 2. We showed in Section 7.3 that this new framework can be applied to estimating the response of large-scale polynomial systems to structural or parametric perturbations. In particular, the examples in Section 7.4 and Section 7.5 illustrated this technique for decomposed parameter sensitivity analysis.

Clearly, another application of this technique would be to consider the propagation of the error incurred by the structured reduction of a system, by reducing subsystems. For example, rather than perturbing a parameter in the enzyme reaction (7.13a), it could be reduced through one of the QSS methods discussed in Section 3.2. The response in the output of the upstream system can then propagate to perturb the output \( y \) of the downstream system to \( \tilde{y} \). Note that, similarly to the parameter perturbation case, when reducing the upstream layer the downstream polynomials \( W_k \in \Sigma \) do not need to be re-calculated to provide a valid upper bound on \( \|y - \tilde{y}\|^2 \). In addition to applications in comparing perturbed system trajectories, there are also many possible applications of the SSF approach to questions of the controllability, observability, passivity (and so on) of structured, layered systems, since each of these properties can be expressed in terms of dissipativity [60].

In this chapter, the SSF concept is limited to cascade systems. The linear combination dissipativity technique briefly discussed in Section 7.2.1 is easily extended to more general interconnections of subsystems. To ensure that the SSF strategy is as widely applicable as the linear combination approach, the results of this chapter must be extended to consider the decomposed dissipativity analysis of subsystems in feedback. Suppose each ‘upstream’ Program 7.4 is calculated for the supply rates \( s_k(u_1, z_1) \), now with an input \( u_1 = z_2 \) equal to the ‘downstream’ output. If \( V_k \) can be calculated for these \( s_k \), then these may be used to construct an SSF through an analogy of Program 7.5. This approach will form the starting point of future research on this methodology, which may also be informed by classical systems theory concepts such as small gain and structured uncertainty [217].
7.6.1 Choosing upstream storage functions

Consider again the simple incremental gain-type SSF applied to the example described in Section 7.4.3. While this approach works for values of $k_0$ sufficiently large and sufficiently small, in the intermediate region no constant could be found such that Program 7.10 is feasible. Figure 7.2 depicts the domain $D_2 \times U_2$ of the downstream layer's state $x$ and input $u$ for three representative values of $k_0$. In the formulation of Program 7.10, the input trajectories are constrained such that the values $u(t)$ and $\tilde{u}(t)$ at each time $t \geq 0$ are in these regions.

However, the SSF formulation imposes an additional, implicit constraint on the trajectories of the inputs to the downstream system. Suppose $W_0$ and $\gamma^2$ have been found by Program 7.10. Then dissipativity has been shown for all inputs $u_2$ and $\tilde{u}_2$ such that a time-dependent variable $v(t) \geq 0$ exists with $\int_0^t (u_2(t) - \tilde{u}_2(t))^2 \, dt \leq v(0) - v(t) < \infty$. Thus this formulation shows dissipativity of the downstream system for inputs such that $u_2 - \tilde{u}_2 \to 0$ sufficiently quickly. However, it is not necessarily the case that the inputs $u_2$ and $\tilde{u}_2$ approach 0 as $t \to \infty$.

One conjecture suggested by this example, and in particular the failure of incremental gain approaches for only the case $k_0 = 3$, is that the discontinuity in the gradient of the steady state of $x_2$ as a function of constant $u_2$ means that dissipativity cannot be proven. If, however, the space of input trajectories is further constrained such that $u_2(t), \tilde{u}_2(t) \to 0$ as $t \to \infty$, or even simply $u_2(t), \tilde{u}_2(t) > -1$ for $t > T$, then dissipativity should be provable. This was the case in Section 7.4.4, where both choices of $s_2$ imply that the space of input trajectories is further constrained such that $(u_2 + \tilde{u}_2)^2 \to 0$, or $(u_2)^2 \to 0$. In other words, the downstream system's dissipativity was certified through an SSF that ‘imports’ additional information about the two input trajectories. This interpretation appears to link the SSF formulation to the ideas underlying IQCs [127, 181, 198]. This connection will be interesting to explore further in any future developments.

The conjecture above may also relate to the results on steady-state signal propagation in Chapter 6. For example, the derivative $d\hat{x}^2/d\hat{x}^1$ describing how the layer 2 steady state varies with the layer 1 steady state will not exist for $k_0 = 3$ if $x_{1,2} = u_2 \to -1$ at steady state. Hence, another possible direction of future research into the SSF formulation will be to relate the analytical results of Chapter 6 to the computational techniques of this chapter, potentially to inform the optimal number $K$ and choices $s_k$ of upstream supply rates.
Chapter 8

Conclusions

The focus of this thesis has been to provide strategies for the analysis of high-dimensional ODE models of Biomolecular Reaction Networks (BRNs). Specifically, the techniques investigated in this work are intended to accomplish the complementary aims of model reduction and model decomposition. The main conclusions of the thesis are summarised below, after which we briefly outline some future directions for prospective further research.

8.1 Summary

Chapter 2 reviewed previous work in order to introduce the details of the systems analysis methods used in this thesis. In this chapter we showed how Sum of Squares (SOS) programming is applied to certify the dissipativity of autonomous nonlinear polynomial systems. The first contribution of this thesis, in Chapter 3, was to apply this technique to the comparison of two different ODE models. The comparison, or error, is defined as the $L_2$ norm of the difference in outputs; by the dissipativity-based approach, the worst-case error over a set of initial conditions can be estimated. Providing a worst-case upper bound with a single SOS program can be significantly more efficient than carrying out many simulations of large-scale systems across all initial conditions, and provides guaranteed upper bounds that simulation would only be able to approximate. The two examples in Chapter 3 demonstrated that this technique has applications to estimating the error incurred by model order reduction, and also to quantifying the sensitivity of a system’s output to parametric perturbations. A report of the model reduction application has been published in [150].

In common with many other applications of SOS programming, a key limitation on the techniques in Chapter 2 and Chapter 3 is the rapid increase in computational resources required as the system’s dimension and its degree of nonlinearity increase. This has a particularly important effect on the model reduction application of Chapter 3. As indicated by the enzyme kinetics example in Section 3.2 (and the definition of $M_1^f$ in (5.7), for the general case), quasi-steady state (QSS) methods for model reduction can often produce rational polynomial vector fields $\tilde{f}$ or output maps $\tilde{h}$. This requires dissipativity inequalities of the form (2.7c), where multiplication by a common denominator results in the search for SOS polynomials of relatively high degree. Furthermore, the number of variables in any SOS program bounding the error between two models is equal to the summed dimensions of each model. Unfortunately, model reduction is usually
motivated by a high-dimensional nominal system. Thus, regardless of how much simpler the reduced system is, the SOS program comparing the two outputs is likely to have a high computational cost, and hence will be impractical to carry out directly.

To approach the task of scaling up the procedures introduced in Chapter 3 we then considered the complementary strategy of model decomposition. Chapter 4 has introduced a novel framework for the decomposition of large-scale BRNs, called layered decomposition. The key distinction between the new framework and the established approach of modular decomposition arises from the observation that the state of each module corresponds to a subset of the species. In contrast, the state of each layer takes values in the original state space, so that multiple layers may contribute to the dynamics of any species. The layered states’ values are large-dimensional vectors; we showed, however, that layers are subsystems of the original system when these vectors are embedded in a smaller-dimensional subspace of the original state space.

Once the layered decomposition framework is defined, the fundamental question of how to choose this decomposition remains. The remainder of Chapter 4 and the subsequent two chapters propose three potential answers to this question. The first answer would be to ensure that if the large-scale system is stable, its expression as an interconnection of layers is also stable. The second half of Chapter 4 showed that this condition is implied by ensuring that the total dimension of the layers is as small as possible. For a decomposition strategy based on decomposing the reaction set, we then showed how to define layers that satisfy this condition.

A second, more biologically-informed, perspective on the question of choosing a decomposition is given in Chapter 5. The basis of this strategy is that the reactions of a given network are often separated by timescale. This separation implies a natural partition of the reactions, and hence a natural layered decomposition. In work which has also been published in [151, 152], Chapter 5 described the application of layering by timescale to the quasi-steady state approximation technique. Thus, reduced models can be produced as a consequence of a layered decomposition strategy, further illustrating the close connection between model decomposition and model reduction.

The third response to the question ‘how to layer’ considers the case where timescale separation is no longer apparent. The approach taken in Chapter 6 was to consider how well a layered decomposition partitions the large-scale system. This concept was quantified in terms of the way in which signals propagate between layers. In Chapter 6, for each given layered decomposition we derived (through a decomposition of steady-state parameter sensitivity analysis) an associated inter-layer communication structure. The relative quality of each possible layered decomposition was then identified with the sparsity of its associated communication structure. We suggest that since this criterion provides a means for choosing between two layered decompositions, it can form the basis of future algorithmic methods for automatically detecting layered architectures in large-scale systems.

The final chapter of the thesis returned to the problem identified at the end of Chapter 3: the computational challenge of applying SOS techniques to compare BRN models, at least one of which is assumed to be of large dimension. This chapter showed a further application of decomposition techniques, in the special case of cascade systems, to the certification of dissipativity. Chapter 7 defined Structured Storage Functions (SSFs), formulated to reflect the underlying cascade structure of the system [154]. As a result, the SOS program implementing the search for a
SSF can be distributed into multiple independent SOS programs that are of significantly smaller dimension than the unstructured method used in Chapter 2. This chapter then applied the SSF formulation to the output comparison problems introduced in Chapter 3. We showed that incremental gain, which is a previously studied approach to characterising how perturbations to a system’s input propagate to its output, is special case of SSF. However, the additional flexibility of SSFs beyond the incremental gain framework allows for a larger range of output comparison SOS programs to be successfully decomposed. As a consequence, we can significantly reduce the computational burden of these tasks, enabling error bounds to be calculated when unstructured methods fail.

### 8.2 Outlook

The work in this thesis, summarised above, has also formed the basis of a number of additional research projects which have not been included in this thesis. In particular, references [148, 149] are two further papers currently under review. In [149] we adapt the layered formulation (4.7) to enforce the dynamic interconnection structure into a cascade. This allows each layer’s dynamics to be interpreted as a simulation of the incremental effect of adding a set of reactions to a given network. This can be used to systematically quantify the pairwise interactions between layers, which vary depending on the other layers present. The model-comparison techniques of Chapter 2 and Chapter 3 are applied in [148] to compare the dynamics of loaded and unloaded modules, thereby quantifying the worst-case effect of retroactivity.

One key assumption underlying the entire thesis is that the concentration vector $\mathbf{x}(t) \rightarrow \bar{\mathbf{x}}$ approaches steady state $\bar{\mathbf{x}}$ as $t \rightarrow \infty$. In order to extend the conclusions and techniques developed here to a wider range of BRNs, the next stage is to consider other types of systems, such as those that oscillate along limit cycles. In particular, using the $L_2$ norm as the model comparison measure $\|y - \tilde{y}\|$ is no longer likely to be applicable, since even if both systems approach the same limit cycle there is likely to be a phase lag such that the $L_2$ norm is infinite. It will be interesting to determine a different polynomial storage function that can be used to estimate a meaningful measure of the output difference.

Furthermore, introducing quantitative measures of the quality of a particular model reduction allows two competing candidate reductions to be directly compared, and one selected. Thus, an important potential application of this technique is for the design of a model reduction algorithm. The strategy adapted from [8] and briefly described in Section 3.4.1 is to sequentially generate a set of candidate reduced models, and at each step choose the reduction with minimal worst-case error. In that discussion, the candidate reductions were simple QSS approximations of single states. There is much more work to be done on how to generate the candidate reductions that can be compared. For example, the layered approach to QSS approximation given in Chapter 5 provides another strategy for generating potential reductions, based on putting layers at quasi-steady state. Furthermore, approximation strategies for BRNs other than QSS approximations should also be investigated.

Recall that the layered decomposition framework defines subsystems with input–output dynamics given by (4.8). These dynamics remain the same whether or not the layer is integrated in a larger system; the presence of the context only changes the input. This framework will have
significant applications in the context of Synthetic Biology to the important challenge of constructing synthetic BRNs as the interconnection of designed components. As with Systems Biology, this challenge has up to now been approached from a modular perspective. However, the key benefit of layered Synthetic Biology will be the definition of subsystems with invariant input–output behaviours, which may therefore provide more reliable definitions of synthetic components. For example, we should be able to construct novel control layers that directly affect the inputs $u^l$ of each of the other layers.

In addition to the steady-state (and potentially dynamic) parameter sensitivity techniques described in Chapter 6, there may be other analytical approaches to inter-layer communication. Two important, related system properties are the controllability and observability of a system. Rather than deriving an interlayer communication map from the layered decomposition of parameter sensitivity analysis, a layered decomposition of these alternative system properties may provide alternative definitions of interlayer communication. Alternatively, the exploration of signal propagation may be extended to consider how noise propagates between layers; a good layering may be one in which local stochastic effects within the subsystem are not globally amplified, or remain relatively uncorrelated between subsystems [33]. These alternative approaches may provide different criteria for the quality of any particular layered decomposition.

Section 6.5.1 briefly explored how the interlayer communication structure can be used to detect layered structures. Similarly to the model reduction algorithm in Section 3.4.1, a layering algorithm also requires us to generate layered decompositions to compare. The brute-force approach, based on the combinatorial selection of all possible partitions of the reactions, is highly impractical for large-scale systems. In the related field of community detection in static networks, the problem of community decomposition (optimally partitioning a node-set) was approached with heuristic algorithms based on random walks and the linear algebraic properties of the network’s adjacency matrix [25, 145]. Ideally, a solution to the layered decomposition problem may be approached with similar heuristic tools.

Finally, there are many developments of Structured Storage Functions (SSFs) that should improve their applicability to proving the dissipativity of a much larger range of systems. In particular, recall that the SSF theory as described in Chapter 7 assumes that the large-scale system is a cascade of subsystems. As described in Section 7.6, this theory should also be extended to systems that include feedback loops between layers. Furthermore, we discussed in Section 7.6.1 that more research must be done to identify which upstream supply rates should be used for the SSF construction. In other words, we need to choose the supply rates of the upstream subsystem that maximise the amount of information given about the inputs of the downstream subsystem.

If SSFs can be extended to feedback pairs, then they will be particularly useful in the development of the work of Chapter 5 on layered approaches to singular perturbation. Under the QSS approximation, a dynamic layer is approximated to be static, while the other layers are left unperturbed. The SSF approach may allow us to understand how the error of approximating a dynamic layer as a static subsystem propagates in feedback to the other dynamic layers. This may produce a bound on the output error that can be expressed in terms of the system parameters; in particular, as a function of the small parameter $\mu$.

This thesis has demonstrated that model decomposition and model order reduction are both important, closely-related approaches to the analysis of large-scale systems. As the models of
evolved and synthetic biomolecular reaction networks grow in scale, these techniques will be-
come increasingly vital to the understanding and design of such systems. Layered approaches to
large-scale systems may have a number of applications outside of BRNs. In particular, it may be
interesting to investigate connections with other types of model, such as: multi-agent systems
with highly-structured communication architectures [64, 204]; cyber-physical systems, such as
smart grids of mutually interacting power and communication networks [35]; and multi-modal
transport networks [69], amongst others. Furthermore, the language of 'layering as optimisation
decomposition' in communication networks [47] suggests important potential developments in
the study of biomolecular networks as complex interconnections of coupled optimisation algo-
rithms that operate under biochemical, evolutionary, and ultimately designed constraints.
Appendix A

Example SOS Code

The following code is the implementation of Program 3.6, estimating the error in the sQSSA re-
duction of the enzyme kinetics network in Section 3.2.

```matlab
function [errBoundsol,Vsol] = Enzyme_sQSSA_FixedICs(par,degV)
% To return an upper bound on the error incurred by the sQSSA,
% given system parameters in par.

%% Define dynamics in error system
syms x c tx real
xe = [x;c;tx];

Km = (par.km1 + par.k2)/par.k1;
v = [par.k1*x*(par.E0-c);
   par.km1*c;
   par.k2*c];
dx = [-1 1 0]*v;
dc = [1 -1 -1]*v;
dtx = -par.k2*par.E0*tx/(tx+Km);

dxe = [dx;dc;dtx];

%% Define estimate of state space
phi1 = x*(x+c-par.X0);
phi2 = c*(c-par.E0);
phi3 = tx*(tx-par.X0);

%% SOS program
prog = sosprogram(xe);

% Initialise decision variables
[prog,V] = sososvar(prog,monomials(xe,1:degV/2));
[prog,sig1] = sososvar(prog,monomials(xe,0:1));
[prog,sig2] = sososvar(prog,monomials(xe,0:1));
[prog,sig3] = sososvar(prog,monomials(xe,0:1));

% Enforce dissipativity condition
psi = Km+tx;
yeTy = (x-tx)^2;
```

135
Vdot = jacobian(V,xe)*dxe;
ineq = -psi*(yeTy + Vdot) + sig1*phi1 + sig2*phi2 + sig3*phi3;
prog = sosineq(prog,ineq);

% Set objective: minimise V evaluated at fixed initial condition
xe0 = [par.X0;par.X0];
errBound = subs(V,xe,xe0);
prog = sossetobj(prog,errBound);

% Solve SOS program and return errBoundsol and Vsol
prog = sossolve(prog,2);
Vsol = sosgetsol(prog,V);
errBoundsol = sosgetsol(prog,errBound);
Appendix B

Multiple Timescales

This appendix provides the proofs of Proposition 5.6 and Proposition 5.8.

B.1 Layered QSS approximation

Restate Proposition 5.6. The layered dynamics (5.13) at the slowest timescale can be approximated by the ODE system

\[ \dot{x}_1(t) = S_1 \bar{v}(x_0 + \tilde{x}_1(t) + \cdots + \tilde{x}_L(t)), \]  
\[ \tilde{x}_l(t) = \phi_l(x_0 + \tilde{x}_1(t) + \cdots + \tilde{x}_{l-1}(t)), \]  
for \( l = 2, \ldots, L \), \( \bar{v}_L \) is invertible, for \( l = 2, \ldots, L \).

Here, the static nonlinear functions \( \phi_l(z) \), for \( l = 2, \ldots, L \), satisfy the algebraic equations defining the QSS manifolds \( 0 = S_l \bar{v}_l(z + \phi_l(z)) \), and the functions \( \bar{v}_l \) are defined recursively as

\[ \bar{v}_L(z) = \bar{v}(z), \quad \bar{v}_{l-1}(z) = \bar{v}_l(z + \phi_l(z)) \]  
for decreasing \( l = L, (L-1), \ldots, 2 \).

Proof. This result is shown by a sequence of QSS approximations at successively slower timescales. Consider first the approximation of the fastest timescale, corresponding to layer \( L \) in the layered decomposition (5.13). Since this is an interim approximation, we will denote the states of the approximated layers as \( \tilde{x}_l \), where the subscript indexes the total number of layers that have been approximated.

Let \( \mu \to 0 \) at such a rate that we can approximate \( (\mu)^{-1} \approx 0 \) such that \( (\mu)^{-2} \gg (\mu)^{-1} \) is non-zero, to give

\[ (\mu)^{-1} \tilde{x}_l = S_l \bar{v}_l \left( x_0 + \sum_{k=1}^{L-1} \tilde{x}_k + \tilde{x}_L \right) \]  
\[ 0 = S_L \bar{v}_L \left( x_0 + \sum_{k=1}^{L-1} \tilde{x}_k + \tilde{x}_L \right) . \]  
Assuming that \( C^L(\bar{v}_L)'U^L \) is an invertible matrix, the IFT can be applied (as in Section 5.2). This theorem implies that the manifold (B.3b) defines a function, expressing the fastest layer’s state
in terms of the slower layers’ states, such that

\[ \ddot{x}_l^i = \phi^L \left( x_0 + \sum_{k=1}^{l-1} \ddot{x}_k^i \right). \]  
(B.3c)

Substituting (B.3c) into (B.3a), Tikhonov’s Theorem implies that the trajectory of the first interim approximation

\[ (\mu)^{l-1} \dot{x}_l^i = S^l \dot{v}^{l-1} \left( x_0 + \sum_{k=1}^{l-1} \ddot{x}_k^i \right) \text{ for } l = 1, \ldots, (L-1), \]  
(B.4a)

\[ \ddot{x}_l^i = \phi^L \left( x_0 + \sum_{k=1}^{l-1} \ddot{x}_k^i \right), \]  
(B.4b)

is arbitrarily close to the trajectory of (5.13) as \( (\mu)^{L-1} \to 0 \), for \( \dot{v}^{l-1}(z) = \dot{v}^L(z + \phi^L(z)) \).

For a fixed integer \( r < L \), suppose that the fastest \( r \) timescales have been approximated, such that the slowest \( L - r \) layers are dynamic and the fastest \( r \) layers are static. Assume that the dynamics of the approximated layers’ states \( \ddot{x}_l^i \) are given by

\[ (\mu)^{l-1} \dot{x}_l^i = S^l \dot{v}^{l-r} \left( x_0 + \sum_{k=1}^{l-r} \ddot{x}_k^i \right) \text{ for } l = 1, \ldots, (L-r), \]  
(B.5a)

\[ \ddot{x}_l^i = \phi^L \left( x_0 + \sum_{k=1}^{l-1} \ddot{x}_k^i \right) \text{ for } l = (L-r + 1), \ldots, L. \]  
(B.5b)

We now intend to show by induction that the states \( \ddot{x}_{r+1}^i \) of the next interim approximation, defined by assuming that the next fastest dynamic layer \( L - r \) is at QSS, have dynamics of the same form as (B.5).

Let \( (\mu)^{L-(r+1)} \to 0 \) in (B.5), such that \( (\mu)^{L-(r+2)} \gg (\mu)^{L-(r+1)} \) does not approach zero. The next interim approximation is given by

\[ (\mu)^{l-1} \dot{x}_{r+1}^i = S^{l-r} \dot{v}^{l-r} \left( x_0 + \sum_{k=1}^{l-r+1} \ddot{x}_{r+1}^k + \ddot{x}_{r+1}^{l-r} \right) \text{ for } l = 1, \ldots, (L-(r+1)) \]  
(B.6a)

\[ 0 = S^{l-r} \dot{v}^{l-r} \left( x_0 + \sum_{k=1}^{l-r+1} \ddot{x}_{r+1}^k + \ddot{x}_{r+1}^{l-r} \right) \]  
(B.6b)

\[ \ddot{x}_{r+1}^l = \phi^L \left( x_0 + \sum_{k=1}^{l-1} \ddot{x}_{r+1}^k \right) \text{ for } l = (L-r + 1), \ldots, L. \]  
(B.6c)

Under the assumption that \( C^{l-r} (\dot{v}^{l-r})^T U^{l-r} \) is an invertible matrix, the manifold (B.6b) defines the implicit function expressing the approximation of layer \( L - r \) in terms of slower layers as

\[ \ddot{x}_{r+1}^{l-r} = \phi^{l-r} \left( x_0 + \sum_{k=1}^{l-(r+1)} \ddot{x}_r^k \right). \]  
(B.6d)

Substituting this implicit function (B.6d) into the approximated dynamics (B.6a) of the slower
layers \( l = 1, \ldots, (L - r - 1) \) gives the system

\[
(\mu)^{l-1} \dot{x}_{r+1}^l = S^l \dot{\nu}^{L-(r+1)} \left( x_0 + \sum_{k=1}^{L-(r+1)} \dot{x}_{r+1}^k \right) \text{ for } l = 1, \ldots, (L - (r + 1)),
\]

(B.7a)

\[
\dot{x}_{r+1}^l = \phi^l \left( x_0 + \sum_{k=1}^{l-1} \dot{x}_{r+1}^k \right) \text{ for } l = (L - r), \ldots, L.
\]

(B.7b)

matching the form of the previous step (B.5). Hence these dynamics are those of the interim approximation where the fastest \((r + 1)\) timescales have now been approximated.

By induction, it follows that the sequential approximation of the fastest \(L - 1\) timescales results in the dynamics

\[
\dot{x}_{L-1}^1 = S^1 \dot{\nu}(x_0 + \hat{x}_{L-1}^1),
\]

(B.8a)

\[
\dot{x}_{L-1}^l = \phi^l \left( x_0 + \sum_{k=1}^{l-1} \dot{x}_{L-1}^k \right) \text{ for } l = 2, \ldots, L.
\]

(B.8b)

Writing the approximated states \( \dot{x}^l = \dot{x}_{L-1}^l \), it remains to show that \( \dot{\nu}^l (x_0 + \dot{x}) = \dot{\nu} \left( x_0 + \sum_{l=1}^{L} \dot{x}^l \right) \), which would imply that the dynamics (B.8) are equal to (5.14). The recursive definitions of \( \dot{\nu}^l \) and \( \dot{x}^l \) imply the inductive relationship

\[
\dot{\nu}^l \left( x_0 + \sum_{k=1}^{l} \dot{x}^k \right) = \dot{\nu}^{l+1} \left( x_0 + \sum_{k=1}^{l} \dot{x}^k + \phi^{l+1} \left( x_0 + \sum_{k=1}^{l} \dot{x}^k \right) \right) = \dot{\nu}^{l+1} \left( x_0 + \sum_{k=1}^{l+1} \dot{x}^k \right),
\]

from which it follows that \( \dot{\nu}^l (x_0 + \dot{x}) = \dot{\nu} (x_0 + \dot{x}^1 + \cdots + \dot{x}^l) \), as required.

\[
\Box
\]

### B.2 Projection form

**Restate Proposition 5.8.** Consider the BRN model \( \dot{x} = S \nu(x) \) with initial conditions \( x(0) = x_0 \), and with reactions taking place on \( L \) different timescales, admitting the layered decomposition (5.13). Define also the non-stiff dynamics

\[
\dot{x} = P^L P^{L-1} \ldots P^1 S^1 \nu(\bar{x}),
\]

(B.9)

where the projections \( P^l \) are defined in (5.16). The initial conditions of (5.17) are given by \( x_0 + \sum_{l=2}^{L} \dot{x}^l (x_0) \), where each \( \phi^l (x_0) = \lim_{t \to -\infty} \dot{x}^l (t) \) is the steady state of layer \( l \), isolated from the slower layers \( k < l \). For \( \dot{\nu}^l \) defined in (5.15), the isolated layers that generate the initial conditions have dynamics

\[
\dot{x}^l = S^l \dot{\nu}^l (x_0 + \dot{x}^l),
\]

initialised from \( \dot{x}^l (0) = 0 \). As \( \mu \to 0 \), the solution \( \dot{x} \) of the dynamics (5.17) arbitrarily closely approximates the solution \( x \) of the original timescale-separated system.

**Proof.** Consider the approximated dynamics (B.1). For \( l \geq 2 \), each layer’s state \( \dot{x}^l = \phi^l (x_0 + \dot{x}^1 + \cdots + \dot{x}^{l-1}) \) has time derivative

\[
\dot{x}^l = (\phi^l)' \left[ \dot{x}^1 + \dot{x}^2 + \cdots + \dot{x}^{l-1} \right].
\]
This recursive relationship means that it can be proven by induction that

\[
\dot{x} = (\phi^l)' \left[ I + (\phi^{l-1})' \right] \left[ I + (\phi^{l-2})' \right] \cdots \left[ I + (\phi^2)' \right] \dot{x}^1. \tag{B.10}
\]

Indeed, suppose that (B.10) holds for all \( l \) with \( 2 \leq l \leq k \). Then

\[
\dot{x}^{k+1} = (\phi^{k+1})' \left[ \dot{x}^1 + \dot{x}^2 + \cdots + \dot{x}^k \right] \\
= (\phi^{k+1})' \left[ \dot{x}^1 + (\phi^2)' \dot{x}^1 + (\phi^3)' \left[ I + (\phi^2)' \right] \dot{x}^1 + \cdots \right] \\
= (\phi^{k+1})' \left[ I + (\phi^2)' + (\phi^3)' \left[ I + (\phi^2)' \right] + \cdots \right] \dot{x}^1 \\
= (\phi^{k+1})' \left[ I + (\phi^3)' + \cdots \right] \left[ I + (\phi^2)' \right] \dot{x}^1 \\
= \cdots \\
= (\phi^{k+1})' \left[ I + (\phi^k)' \right] \left[ I + (\phi^{k-1})' \right] \cdots \left[ I + (\phi^2)' \right] \dot{x}^1,
\]

as required. The same technique used in this inductive step is used to show that the sum \( \tilde{x} = x_0 + \sum_{l=1}^L \tilde{x}^l \) has time derivative

\[
\dot{\tilde{x}} = \sum_{l=1}^L \dot{\tilde{x}}^l = \left[ I + (\phi^L)' \right] \left[ I + (\phi^{L-1})' \right] \cdots \left[ I + (\phi^2)' \right] \dot{x}^1.
\]

It remains to show that each \( (\phi^l)' \) is equal to the matrix \( M^{l:L} \) given in Definition 5.7.

Recall that \( \phi^l(z) \) was defined such that \( 0 = S^l \tilde{v}^l(z + \phi^l(z)) \). Similarly to Corollary 5.4, the IFT implies that

\[
(\phi^l)' = -U^l \left[ C^l (\tilde{v}^l)' U^l \right]^{-1} C^l (\tilde{v}^l)'.
\]

For \( l = L \), this expression matches the expression for \( M^{L:L} \) given in Definition 5.7. For \( l < L \), the derivative of \( \tilde{v}^l(z) \) satisfies

\[
(\tilde{v}^l)' = \frac{d}{dz} \tilde{v}^{l+1}(z + \phi^{l+1}(z)) \\
= (\tilde{v}^{l+1})' \left[ I + (\phi^{l+1})' \right] = \cdots \\
= \tilde{v}^l \left[ I + (\phi^l)' \right] \cdots \left[ I + (\phi^1)' \right].
\]

By substituting this expression for \( (\tilde{v}^l)' \) into the formula for \( (\phi^l)' \) above, we find that \( (\phi^l)' = M^{l:L} \), once more by induction.

\[ \square \]
Appendix C

Derivation of Layered Dynamics

Example C.1 Consider the dynamics of the reactions in (7.12) in the form (1.2), given as

\[
\begin{bmatrix}
\dot{e} \\
\dot{x} \\
\dot{c} \\
\dot{y} \\
\dot{k} \\
\dot{z}
\end{bmatrix}
= \begin{bmatrix}
-1 & 1 & 1 & 0 \\
-1 & 1 & 0 & 0 \\
1 & -1 & -1 & 0 \\
0 & 0 & 1 & -1 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
\beta_1 e \\
\beta_1 x \\
\beta_{-1} c \\
\beta_2 c \\
\beta_3 k \\
\beta_3 y
\end{bmatrix}
\]

from initial conditions \(x_0 = (P, x_0, 0, y_0, k_0, 0)^T\). It is easy to show that this system has steady state \(\bar{x} = (P, 0, 0, x_0 + y_0 - R, k_0 - R, R)^T\) for \(R = \min(x_0 + y_0, k_0)\).

Consider the layering of this system into two layers of dimension 2 and dimension 1 respectively, defined by

\[
S = S^1 + S^2 = \begin{bmatrix}
-1 & 1 & 1 & 0 \\
-1 & 1 & 0 & 0 \\
1 & -1 & -1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}.
\]

The ranks of each \(S^l\) mean that the dynamics of each layer can be realised in 2 and 1 state variables respectively. This can be achieved, for example, by the \(S^l = U^l C^l\) decompositions

\[
S^1 = \begin{bmatrix}
-1 & 0 \\
-1 & -1 \\
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{bmatrix}, \quad S^2 = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
-1
\end{bmatrix}, \quad S^2 = \begin{bmatrix}
0 & 0 & 0 & 1
\end{bmatrix}.
\]
The resulting dynamics of each layer are, for states $\mathbf{x}_1' = (x'_{1,1}, x'_{1,2})^T$ and $\mathbf{x}_2'$ respectively, given by

$$\dot{x}_1' = C_1^1 \mathbf{v}(\mathbf{x}_0 + U_1^1 x_1' + U_2^1 x_2')$$

$$= \begin{bmatrix} 1 & -1 & \beta_1 (P - x'_{1,1})(x_0 - x'_{1,1} - x'_{1,2}) - \beta_1 x'_{1,1} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \beta_2 x'_{1,1} \\ \beta_2 x'_{1,1} \end{bmatrix},$$

$$\dot{x}_2' = C_2^2 \mathbf{v}(\mathbf{x}_0 + U_1^2 x_1' + U_2^2 x_2')$$

$$= \beta_3 (k_0 - x'_2)(y_0 + x'_{1,2} - x'_2),$$

with initial conditions $x'_1(0) = 0$ and $x''_2(0) = 0$. It can be shown that these systems have steady state $\bar{x}_1 = (0, x_0)^T$ and $\bar{x}_2 = R$. By translating these system states to define $x_1 = x'_1 - \bar{x}_1$ and $x_2 = x''_2 - \bar{x}_2$ respectively, the cascade dynamics (7.13) are recovered, with zero steady state and the maps back to the original system state of

$$\mathbf{x} = \mathbf{x}_0 + U_1^1 (\mathbf{x}_1 + \bar{x}_1) + U_2^2 (\mathbf{x}_2 + \bar{x}_2),$$

for the originally-modelled state $\mathbf{x} = (e, x, \ldots, z)^T$.

**Example C.2** Section 4.5.1 demonstrated the layered decomposition of the large BRN (3.26) with dynamics (3.27). The corresponding stoichiometric matrices are given in (4.18). It has already been shown that this system is a cascade, through the layered dynamics (4.19). Each $S^l$ has rank 3, and therefore each layer can be written in terms of 3-dimensional state vectors in the form (7.17).

The decompositions $S^l = U^l C^l$ of each stoichiometric matrix can be written

$$S^1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -1 & 0 & -1 \\ 0 & -1 & -1 \\ 0 & 0 & 1 \\ \mathbf{0}_{5 \times 3} \end{bmatrix},$$

$$S^2 = \begin{bmatrix} \mathbf{0}_{4 \times 3} \\ -1 & 0 & 0 \\ -1 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & -1 \\ 0 & 0 & -1 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & -1 & -1 & 0 \\ \mathbf{0}_{3 \times 3} & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix},$$

The resulting dynamics of each layer are, for states $\mathbf{x}_1' = (x'_{1,1}, x'_{1,2}, x'_{1,3})^T$ and $\mathbf{x}_2' = (x'_{2,1}, x'_{2,2}, x'_{2,3})^T$.
respectively, given by

\[
\dot{x}'_1 = C^1 v (x_0 + U^1 x'_1 + U^2 x'_2) \\
= \begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\alpha_1 (A_1 + x'_{1,1}) \\
\alpha_2 (A_2 + x'_{1,2}) \\
\alpha_{12} (x'_{1,1} + x'_{1,3}) (x'_{1,2} + x'_{1,3})
\end{bmatrix},
\]

\[
\dot{x}'_2 = C^2 v (x_0 + U^1 x'_1 + U^2 x'_2) \\
= \begin{bmatrix}
1 & -1 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\beta_1 (x_0 - x'_{1,1} - x'_{1,2}) (x'_{1,3} - x'_{2,1}) - \beta_- x'_{2,1} \\
\beta_2 x'_{2,1} \\
\beta_3 (k_0 - x'_{2,3}) (y_0 + x'_{2,2} - x'_{2,3})
\end{bmatrix},
\]

with initial conditions \(x'_1(0) = x'_2(0) = 0\). Each of these systems has steady state \(\bar{x}_1 = (-A_1, -A_2, P)^T\) and \(\bar{x}_2 = (0, x_0, R)\) respectively. By translating these system states to define \(x_1 = x'_1 - \bar{x}_1\) and \(x_2 = x'_2 - \bar{x}_2\) respectively, the cascade dynamics (7.17) are recovered, with zero steady state and the maps back to the original system state of

\[
x = x_0 + U^1 (x_1 + \bar{x}_1) + U^2 (x_2 + \bar{x}_2),
\]

for the originally-modelled state \(x = (p_1, p_2, \ldots, z)^T\). \(\diamondsuit\)
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